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«Our own values and desires influence our choices, from the data we choose to collect to
the questions we ask. Models are opinions embedded in mathematics.»

Cathy O’Neil
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Análisis de Sentimientos en Redes Sociales Usando Información Multimodal
por Luis Norberto Zúñiga Morales

El análisis de sentimientos multimodal es una área emergente de estudio cuyo fin es
determinar automáticamente la polaridad del sentimiento de documentos que contienen
información multimodal como texto e imágenes. Desafortunadamente, el enfoque actual
en los modelos enfocados a imágenes y texto se centran en el inglés y una única imagen,
ignorando aspectos relevantes como trabajar con modelos que traten con múltiples imá-
genes, explorar opciones para modelar datos en idiomas distintos del inglés y estudiar el
impacto que el contenido spam tiene en tales sistemas.

Para abordar las limitaciones mencionadas anteriormente, se propone un marco de
trabajo para realizar análisis de sentimientos multimodal que incorpora texto, múltiples
imágenes y texto en imágenes de tuits en español de dos conjuntos de datos que se cons-
truyen exclusivamente para esta labor: se anotan diferentes campos como el texto y las
múltiples imágenes por separado y en conjunto, para obtener una mejor caracterización
del sentimiento de cada elemento presente en una publicación.

El marco incluye un módulo de extracción de características con versiones optimiza-
das de la versión en español de Bidirectional Encoder Representations from Transformers
y Vision Transformer para extraer características semánticas de texto e imágenes, res-
pectivamente. Además, un módulo de detección de texto extrae el texto incrustado en
imágenes y el módulo de fusión fusiona todas las modalidades mediante uno de dos en-
foques propuestos: suma de vectores (fusión por suma) y mecanismos de autoatención
(fusión por codificador).

Los hallazgos encontrados permiten concluir que los mejores resultados se obtienen al
considerar únicamente imágenes y texto con la fusión por suma. Además, el número de
imágenes, al variar en cada publicación, se vuelve un factor relevante en los modelos de
clasificación. Por otro lado, el texto incrustado en imágenes no es importante para la tarea
en cuestión. Con el conjunto de datos Multimodal Spanish Sentiment Analysis Impact
Dataset se logra un 67.17 % de Coeficiente de Correlación de Matthews al considerar
texto, la primera imagen y fusión por suma. Para el conjunto de datos Multimodal
COVID19 Mexico se considera texto y hasta las primeras tres imágenes con fusión por
suma, logrando un 94.26 % de Coeficiente de Correlación de Matthews. Finalmente, se
observa una tendencia del spam a confundirse con la clase neutra.
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Capítulo 1

Introducción

1.1. Motivación
Las redes sociales (digitales) como Facebook, X, Instagram o TikTok, han permitido a

los usuarios alrededor del mundo comunicar sus ideas, pensamientos, juicios y opiniones
sobre diversos temas de interés mediante la generación e intercambio de contenido en
dichas plataformas. Para el año 2025 se espera que las redes sociales reúnan a cerca de
5.42 mil millones de usuarios alrededor del mundo1, de los cuales 94.09 millones serán
mexicanos que accederán a alguna plataforma para compartir un punto de vista o mirar
contenido para pasar el rato [1]. Debido a la continua evolución de estas plataformas y
sus tecnologías, es necesario reconocer la importancia de las redes sociales: 1) son una
gran fuente de información y 2) es prioritario crear sistemas que sean capaces de procesar
tales volúmenes de referencias que se adecúen a los tipos de datos con los que se desee
trabajar.

El desarrollo de la Web 2.0 promovió la generación de sitios web y herramientas que
fomentaron la publicación individual y colectiva, el intercambio de imágenes, audio y
vídeo, y la creación y mantenimiento de redes sociales en línea [2]. En consecuencia, los
usuarios de redes sociales se encuentran constantemente interactuando con la información
de su medio, ya sea consumiéndola, creándola o modificándola para darle nuevos usos. Por
otro lado, el constante avance tecnológico de los teléfonos inteligentes y las redes de datos
han permitido que los usuarios de redes sociales publiquen contenido en virtualmente
cualquier lugar, desde la palma de su mano. En particular, el uso de teléfonos inteligentes
ha sido una herramienta clave para la adopción y uso masivo de las redes sociales: por un
lado se han vuelto una herramienta que ha facilitado la creación de contenido audiovisual
(tomar fotos, grabar videos o editar archivos) sin preocuparse por los detalles más técnicos
que esto implica. Además, se han convertido en un importante punto para diseminar el
contenido creado por medio de distintas aplicaciones móviles [3].

En conjunto, estos factores permitieron a las redes sociales adoptar diversos elementos
que facilitaron a los usuarios comunicarse de distintas maneras alternativas o complemen-
tarias al texto. Por ejemplo, al considerar el texto, se ha observado la adopción de nuevas
formas de expresión lingüística como emojis, acrónimos, contracciones y neologismos [4]
que rompen con esquemas tradicionales de escritura vistos en medios como la prensa
escrita o digital. Igualmente, los elementos audiovisuales han ganado un rol más impor-
tante al ser capaces de expresar mensajes más complejos, como es el caso de las imágenes,
capturas de pantalla, memes [5], animaciones cortas (GIFs) [6] y videos cortos [7]. Por
lo tanto, las herramientas que los usuarios de redes sociales tienen a su disposición para

1https://www.statista.com/statistics/278414/number-of-worldwide-social-network-users/

https://www.statista.com/statistics/278414/number-of-worldwide-social-network-users/
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Figura 1.1: Ejemplo de un tuit con información multimodal. Fuente:
elaboración propia, tanto la imagen como el tuit, publicados en la cuenta

personal del autor de X.

expresarse son multimodales, es decir, ya no están sujetos únicamente al texto para co-
municarse. Sin embargo, esta valiosa información, ruidosa y sin estructura, es intrincada
de analizar debido a la misma mezcla de modalidades presentes en una sola publicación.
En primer lugar, es posible analizar cada elemento de una publicación por separado para
determinar su intención en solitario o su contribución hacia la publicación final. En con-
traste, los distintos elementos multimodales interactúan entre ellos de distintas maneras,
reforzando una misma idea dentro del mensaje o alterando por completo la intención final
del discurso, como puede ser el caso de un meme cuyo fin es cambiar el sentido de una
publicación como ejemplo de ironía, sarcasmo o ciberbullying. Lo anterior origina la ne-
cesidad de crear métodos de análisis que permitan automatizar el estudio de información
que consideren dicha multimodalidad que caracteriza a las redes sociales.

Considere la imagen que se muestra en la Figura 1.1 donde se puede observar una
publicación de X con información multimodal. Si se analiza únicamente el texto, podemos
observar la presencia de un emoji (un elemento gráfico en el texto) que aporta cierta carga
negativa al mensaje que se busca expresar. Sin embargo, éste, junto al texto, no aporta
suficiente información como para descifrar la intención completa de la publicación. Al
continuar con el siguiente elemento, podemos observar una imagen que resulta ser el
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meme Left Exit 12 Off Ramp2 cuyo fin es hacer énfasis en algo que el autor desaprueba
(hacer más experimentos) y algo que preferiría hacer en su lugar (terminar el capítulo de
la tesis). En este caso, se expresa con humor una situación común durante los periodos de
posgrado donde los alumnos sufren al balancear tareas complejas que consumen bastante
tiempo como la escritura del documento de la tesis y la realización de experimentos
pendientes para su investigación, que suelen realizarse al mismo tiempo.

Al juntar todos los elementos presentes, se puede observar que la imagen complementa
al texto aportando información adicional para determinar el objetivo principal que se
desea plasmar en la publicación. En nuestro caso, es de particular importancia determinar
la polaridad del sentimiento que se expresa en una publicación de una red social, pero
este fin puede cambiar según la pregunta que se necesite responder.

Por lo tanto, el tema principal que aborda este estudio es el uso de información multi-
modal como lo son las imágenes y los distintos elementos que se pueden encontrar en ellas
como los textos incrustados, para proponer nuevos métodos que mejoren el análisis de las
publicaciones que los usuarios crean y publican en una red social. Además, los métodos
propuestos deben permitir que dicho análisis se pueda hacer de forma automática: en
diciembre de 2023, durante cada minuto, se enviaron aproximadamente 360,000 publica-
ciones en X (antes Twitter)3, cantidad que rebasa por completo la capacidad sensorial
humana para comprender y procesar de forma manual tal volumen de información.

1.2. Justificación
Del ejemplo mostrado en la Figura 1.1, surge el principal objeto de estudio de la inves-

tigación, que es analizar la polaridad del sentimiento que se expresa en una publicación
de una red social. Por lo tanto, es importante empezar a introducir un concepto clave
que nos permitirá construir un marco teórico y metodológico para situar el proyecto más
adelante.

Definición 1 (Análisis de Sentimientos) El análisis de sentimientos (tradicional),
también llamado minería de opinión, busca construir herramientas que permitan extraer
información subjetiva de fuentes de texto, tales como opiniones y sentimientos, para crear
conocimiento estructurado de forma automática [8].

La Definición 1 resalta que el análisis de sentimientos permite darle estructura a los
datos no estructurados que forman una fuente de texto física o digital, tales como sitios
web, entradas de blogs, redes sociales, periódicos, documentos de texto, etc. Por otro
lado, se agrega el término tradicional a la definición ya que ésta se enfoca únicamente en
fuentes de datos cuyo origen es texto.

El análisis de contenidos de redes sociales utilizando texto ha gozado de éxito en
diversas aplicaciones. Por ejemplo, para la detección de depresión en redes sociales [9],
analizar mensajes que refuerzan estereotipos femeninos negativos [10], estudiar el impacto
de las noticias falsas en las redes sociales [11] o caracterizar la participación en las redes
sociales con fines publicitarios [12]. Sin embargo, a pesar de su éxito, el análisis de sen-
timientos basado en texto presenta problemas que merman su efectividad. Por ejemplo,

2https://knowyourmeme.com/memes/left-exit-12-off-ramp
3https://www.statista.com/statistics/195140/new-user-generated-content-uploaded-by-users-per-

minute/

https://knowyourmeme.com/memes/left-exit-12-off-ramp
https://www.statista.com/statistics/195140/new-user-generated-content-uploaded-by-users-per-minute/
https://www.statista.com/statistics/195140/new-user-generated-content-uploaded-by-users-per-minute/
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la falta de gramática, vocabulario o sintaxis formales en las publicaciones complica las
técnicas basadas en reglas y aprendizaje automático [13]. Por otro lado, el deseo de influir
en las opiniones y decisiones conduce a contenido no deseado, como spam o reseñas fal-
sas [14], lo que infla artificialmente los resultados. Además, el significado de las palabras
y las oraciones puede variar según el contexto y el dominio en el que se utilizan, lo que
genera problemas como la detección del sarcasmo [15], el manejo de la negación [16] y la
desambiguación del sentido de las palabras [17]. Por último, los idiomas poco populares
para su estudio suelen presentar escasez de recursos lingüísticos como lexicones, diccio-
narios o conjuntos de datos. Ya que los distintos enfoques para determinar el sentimiento
dependen de tales recursos, se vuelve costoso acercarse a dichos idiomas debido a que se
necesitan construir desde cero.

Como se mencionó anteriormente, los usuarios de redes sociales tienen acceso a he-
rramientas para subir contenido audiovisual para complementar el texto de sus publica-
ciones. Aunque históricamente el desarrollo del análisis de sentimientos se ha enfocado
en el análisis de textos, diversos esfuerzos se han realizado para extender estas nociones
al contenido visual como imágenes y videos debido al creciente interés de utilizar tal
información en diversas investigaciones [18]. Jurgenson [3] argumenta que las imágenes
se han vuelto un lenguaje visual particularmente útil para expresar emociones, ideas,
pensamientos y experiencias de la vida diaria que, potenciadas por las redes sociales y
los teléfonos inteligentes, se pueden crear y difundir al momento. Además, es posible
editarlas con software para añadirle significado o reciclarlas, dotándoles de nueva vida.
El contenido visual permite una comunicación más rápida, global y directa, a diferencia
de las palabras. Por ejemplo, es posible romper barreras presentes en el texto como el
idioma mediante una imagen o video al alejarse del lenguaje natural e incorporar elemen-
tos que se enfoquen en el cuerpo humano, evoquen la memoria, o jueguen con la música.
Banks [19] menciona que las imágenes son ubicuas en la sociedad y su interpretación va
más allá de lo que muestra (el enfoque y su entorno): también incluye aquello que no
se muestra, su contexto (social e histórico) y narrativa. Por lo tanto, el contenido visual
resulta útil para entender el impacto que genera en la polaridad de una publicación al
proveer no sólo información semántica de su contenido, sino también señales sobre el
sentimiento que alberga el usuario y expresa a través de la publicación de dicha imagen
o video.

El análisis de sentimientos se ha aplicado a elementos visuales como imágenes con
mucho éxito [20], [21], [22], [23]. Desafortunadamente, también enfrenta ciertos retos. En
primer lugar, el sentimiento presente en una imagen puede cambiar según el contexto.
Por ejemplo, una imagen que muestra a dos personas gritando puede considerarse algo
negativo. Sin embargo, si después añadimos que se trata de dos cantantes de ópera, el
sentido de la imagen puede llegar a cambiar. Otro problema surge cuando se examinan
las relaciones de intermodalidad entre imágenes y texto [24]. Algunos casos incluyen a
los emojis, que son imágenes que se encuentran presentes en una fuente de texto; y el
texto incrustado en imágenes, como los memes. En el caso particular de las imágenes que
provienen de redes sociales, Chen et al. [18] mencionan dos problemas adicionales. En
primer lugar, existe la posibilidad de presentarse un sesgo al usar este tipo de información
ya que los datos no necesariamente representan a la demografía objetivo correctamente
(por ejemplo, al elegir erróneamente la plataforma para la recolección), no incluyen in-
formación de aquellas personas que no emplean redes sociales o no consideran aquellas
cuentas que bloquean el acceso a sus publicaciones. El segundo problema consiste en
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retos éticos generados por el acceso consensuado al contenido visual de los usuarios, lo
cual puede incluir la especificación de cómo se van a usar y con qué fines. Ligado a esto
último, surge el problema de los derechos de autor sobre los datos.

Motivados por los desafíos que presentan los sistemas unimodales, el análisis de senti-
mientos multimodal busca proponer técnicas que aprendan relaciones entre las distintas
modalidades presentes en los datos [24]. A pesar de la mejora que presenta el uso de
este tipo de técnicas, en particular contra modelos que utilizan únicamente texto [25],
se han detectado ciertas áreas de oportunidad. Por un lado, el principal obstáculo en la
creación de un sistema multimodal yace en la forma de fusionar la información de cada
modalidad. Además, la creación de un sistema multimodal depende de las modalidades
de información consideradas y la información disponible para entrenar los modelos. Por
ejemplo, para la exploración de videoblogs se integran el análisis de audio, video y de-
claraciones. En consecuencia, los conjuntos de datos diseñados para entrenar modelos
para este contenido de redes sociales pueden no ser del todo útiles cuando se investigan
escenarios que se desvían de estas condiciones, por ejemplo, publicaciones con texto e
imágenes únicamente. Esto complica aún más los trabajos que abordan diversas com-
binaciones de información multimodal que se desvían de los esfuerzos delineados por la
literatura actual. Por otro lado, los conjuntos de datos existentes para el análisis de senti-
mientos multimodal reflejan los tipos de problemas que se pueden resolver y los métodos
que se pueden emplear dada la información que contienen y los esquemas de anotación
que manejan, que pueden diferir entre ellos a pesar de centrarse en la misma aplicación.
Este problema se agrava aún más por el hecho de que la mayoría de los conjuntos de
datos disponibles para el análisis de sentimientos unimodal y multimodal se centran en el
inglés, lo que dificulta los esfuerzos por construir sistemas en idiomas con poca o ninguna
representación en el campo.

1.3. Estado del Arte
La mayoría de los esfuerzos en el análisis de sentimientos en imágenes se centran en el

análisis de expresiones faciales [26] y gestos corporales [27] para determinar sentimientos
y emociones. Sin embargo, se han hecho intentos para ampliar las aplicaciones a imágenes
más complejas, por ejemplo, aquellas con múltiples objetos y detalles de fondo [28]. Ade-
más, el desarrollo de técnicas de aprendizaje profundo, en particular diferentes variantes
basadas en Redes Neuronales Convolucionales como VGG-19, ResNet50V2, DenseNet-
121 e Inception-v3, ha representado una mejora en resultados al momento de usar datos
de redes sociales [20], [29]. Sin embargo, las arquitecturas basadas en Transformer [30],
como Vision Transformer [31], han demostrado ser una buena alternativa para la tarea
en cuestión [32].

En el caso del análisis de sentimiento enfocado a texto, han surgido distintos enfoques
para trabajar con conjuntos de datos de distinto origen. Por un lado, los métodos basados
en redes neuronales profundas continúan presentes en el campo de estudio. Métodos
como LSTM [33], BI-LSTM [34] y CNN-LSTM [35] han expuesto una buena capacidad
para resolver problemas de clasificación debido a su capacidad para capturar patrones
secuenciales y jerárquicos.

Sin embargo, los métodos basados en transferencia (Transfer Learning) han obte-
nido los mejores resultados en distintas métricas, requiriendo pocos datos, mostrando
alta adaptabilidad a diversos dominios de los datos, pero con la desventaja de un costo
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computacional alto y baja explicabilidad [36]. La idea principal es ajustar modelos ba-
se preentrenados con una gran cantidad de datos, para después ajustar sus parámetros
con otro pequeño conjunto de datos y, de esa manera, adaptar el modelo virtualmente
a cualquier tema. Algunos ejemplos incluyen modelos como BioBERT, T5 y RoBERTa
aplicados al campo biomédico [37] y BERT [38], [39] para casos multilingües con poca
representación léxica.

La idea principal detrás del análisis de sentimientos multimodal para imágenes y texto
es fusionar adecuadamente la información de ambas modalidades para obtener una buena
representación del sentimiento, por ejemplo, de las publicaciones de redes sociales. En ese
sentido, se han propuesto diferentes métodos utilizando distintas herramientas y modelos
de representación. Los primeros esfuerzos consideraron métodos más sencillos para mo-
delar y fusionar información multimodal como bolsas de palabras y n-gramas para texto
y bolsa de palabras visuales para las imágenes [40]. No obstante, recientes avances en
técnicas de aprendizaje profundo han permitido la introducción de ideas más complejas
en distintas partes del proceso de tal forma que nuevos desarrollos y enfoques para rea-
lizar esta tarea han demostrado un éxito significativo. Por ejemplo, Kumar y Garg [41]
construyeron un sistema que procesa distintos componentes de un tuit por separado. Las
imágenes entrantes al sistema se procesan con SentiBank y Regions with Convolutional
Neural Networks (R-CNN), el texto se trata con técnicas tradicionales de procesamiento
del lenguaje natural y gradient boosting, el texto multimodal infográfico se extrae me-
diante ROC. La polaridad del sentimiento se obtiene agregando las puntuaciones de cada
módulo que procesa cada modalidad.

A medida que la fama de los modelos vastos de lenguaje (Large Language Models)
creció, los modelos preentrenados y ajustados juegan cada vez un rol más significati-
vo en el análisis de sentimientos multimodal. Zhang et al. [42] propusieron un marco
multimodal para trabajar con tuits donde las características del texto y las imágenes se
extraen utilizando un modelo preentrenado de BERT y una red neuronal convolucional
con atención, respectivamente, que se combinan con una red de fusión basada en ten-
sores y un módulo de extracción para descartar información redundante. Dimitrov et
al. [43] introdujeron un método para detectar el tipo de técnica de propaganda utiliza-
da en memes. En su trabajo, exploran marcos unimodales y multimodales, utilizando
versiones base y entrenadas de BERT y ResNet152, respectivamente. De igual forma,
para la fusión multimodal, compararon el rendimiento de distintas técnicas: Multimo-
dal Bitransformers (MMBT), la concatenación de características y la combinación de las
predicciones de los modelos. Zhang et al. [44] utilizaron BERT y ResNet-50 para extraer
características de datos multimodales para después fusionarlos utilizando una capa de
codificador de Transformer para detectar sarcasmo en publicaciones de Twitter. Anshul
et al. [45] propusieron un modelo que incorpora texto, imágenes, texto incrustado en imá-
genes, enlaces e información específica del usuario para detectar síntomas de depresión
durante la pandemia de COVID-19. Zhu et al. [46] propusieron la Sentiment Knowledge
Enhanced Attention Fusion Network, una red de fusión que mejora la fusión multimodal
al incorporar representaciones de conocimiento de sentimientos adicionales de una base
de conocimiento externa. Zhong et al. [47] propusieron un marco de mejora semántica
mediante el empleo de BERT preentrenado y Vision Transformer (ViT) para codificar
textos e imágenes, respectivamente, y mejorar la detección del sarcasmo.

La reciente introducción de los modelos de lenguaje para visión implica un progreso
significativo en tareas multimodales que trabajan con imágenes y texto. Por ejemplo,
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Rivas et al. [48] modelaron imágenes, texto, hashtags, información del perfil de los usua-
rios y su ubicación en un espacio de embeddings conjunto utilizando el sistema VSE++
entrenado con un perceptrón multicapa. Sin embargo, Contrastive Language Image Pre-
training (CLIP) ha mostrado un reciente y mayor interés por parte de los investigadores
al ser capaz de modelar relaciones entre texto e imágenes. En concreto, Lu et al. [49] pro-
pusieron un modelo de análisis de sentimientos multimodal llamado CLIP-CA-CG basado
en CLIP para extraer características de texto e imágenes, un mecanismo de autoatención
para fusionar información y un módulo basado en compuertas para asignar cuánta infor-
mación debe transmitir cada modalidad al algoritmo de clasificación final. Chen et al. [50]
introdujeron un algoritmo llamado Visual-textual Sentiment Analysis with Pre-trained
Feature (VSA-PF) que consta de cuatro partes: 1) una rama visual y textual basada en el
ajuste de Swin Transformer y BERTweet para la predicción de sentimientos de imágenes
y texto; 2) una segunda rama que extrae un conjunto de codificadores visuales para ex-
traer información semántica como características faciales, detección de escenas u objetos
y extraer texto incrustado en imágenes; 3) una rama de CLIP para extraer características
de imágenes y texto; y 4) una rama de fusión de características multimodales que utiliza
un modelo BERT con cuatro cabezales de atención. Por último, An y Zainon [51] extraje-
ron características de pares de imágenes y texto utilizando CLIP e integraron señales de
color de imágenes con mecanismos de atención para predecir etiquetas de sentimientos.

Finalmente, el análisis de sentimientos aplicado a datos en español es un área en de-
sarrollo. Para el análisis de sentimientos en texto, Álvarez-Carmona et al. [52] trabajaron
con reseñas de viajes en línea para proponer tres esquemas para combinar 14 modelos
especializados construidos en el fórum Rest-Mex. Como resultado, lograron mejorar las
salidas de cada modelo individual y mejora los resultados en cuatro de cinco clases de
polaridad. Por otro lado, en [53], se presenta una visión general del REST-MEX 2025,
evento que se centró en la tarea de clasificación automática de reseñas generadas por usua-
rios en tres ejes: polaridad (de 1 a 5), tipo de servicio (hotel, restaurante o atractivo),
y la identificación de uno de los 40 Pueblos Mágicos predefinidos. Lo anterior funciona
como un punto de referencia para las características del conjunto de datos, el protocolo
de evaluación y un análisis comparativo de los resultados y modelos empleados.

En el área de análisis de sentimientos multimodal, Monsalve-Pulido et al. [54] se
enfocaron en datos en español en el ámbito turístico (conjunto de datos TASS) usando
algoritmos como Bosques Aleatorios y Máquinas de Vectores de Soporte. Pérez-Rosas et
al. [55] presentaron un método que integra características lingüísticas, auditivas y visuales
para identificar el sentimiento en vídeos de YouTube en español mediante una Máquina
de Vectores de Soporte con un kernel lineal.

1.3.1. Conjuntos de Datos

Los conjuntos de datos más populares utilizados para la tarea de análisis de senti-
mientos de imágenes y texto se resumen en la Tabla 1.1. Como se puede apreciar, todos
los conjuntos de datos que se muestran se orientan hacia el trabajo de texto e imágenes
en inglés bajo distintos esquemas de anotación y la mayoría admite una sola imagen al
momento de agregar el elemento multimodal al modelo de análisis de sentimientos, salvo
el T4SA que puede incluir múltiples imágenes en el mismo tuit. Cabe mencionar que, para
los modelos mencionados en la literatura anteriormente, la mayor parte utiliza el MVSA
como modelo base para la comparación de resultados. Sin embargo, para los estudios
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Tabla 1.1: Conjuntos de datos comunes que se utilizan para la tarea de
análisis de sentimientos de imágenes y texto, inspirado en [56].

Nombre Descripción

Photo Tweet
Sentiment Bench-
mark (PTSB) [57]

Dataset de referencia que incluye 603 tweets con fotos y sus respectivas
descripciones de texto que las acompañan. Se recopiló en noviembre de
2012 a través de la API PeopleBrowsr utilizando 21 hashtags. Se obtuvie-
ron valores de sentimiento reales mediante la anotación Turk de Amazon
Mechanic, lo que dio como resultado 470 etiquetas positivas y 133 negati-
vas.

Multi-view SA
Dataset (MV-
SA) [58]

Conjunto de datos que incluye parejas de imágenes y texto en inglés ano-
tadas manualmente de Twitter del cual existen dos versiones: el simple (un
anotador) y el múltiple (tres anotadores). Este conjunto de datos se utiliza
ampliamente para la evaluación de sistemas de análisis de sentimientos de
texto e imágenes. Los datos se dividen en tres categorías (positivo, neutral
y negativo) con un total de 4,869 datos.

Twitter for Sen-
timent Analysis
(T4SA) [59]

Conjunto de datos grande que accedió al 1 % del total de los tuits produ-
cidos globalmente entre julio y diciembre de 2016 para obtener un aproxi-
mado de 3.4 millones de tuits, con un total de ∼4 millones de imágenes.
Cada texto e imagen del tuit se etiquetó en tres clases: positivo, nega-
tivo y neutral. Cabe mencionar que durante el proceso de construcción
del conjunto de datos se descartaron todos los tuits cuyo idioma no fuese
inglés.

comparativos, la etiqueta final se suele agrupar siguiendo una serie de reglas según las
cuales un tuit es válido si tanto el texto como las imágenes tienen el mismo sentimiento
o uno de ellos es neutral. Por otro lado, no es válido si las etiquetas son opuestas, lo
que lleva a su eliminación. Como resultado, se pasan por alto las relaciones conflictivas
entre pares de texto e imágenes y su causa. Otro punto de conflicto que merece la pena
resaltar es la falta de una estrategia para atacar el problema del spam presente en redes
sociales, cuya identificación y etiquetado es ignorado por completo en todos los conjuntos
de datos. Por último, la mayoría de los conjuntos de datos suelen ignorar los casos donde
las publicaciones presentan más de una imagen en ellas, que es el caso más apegado a
situaciones que se observan en la realidad.

1.4. Planteamiento del Problema
La literatura existente muestra que el enfoque actual del análisis de sentimientos mul-

timodal se encuentra lejos de estar resuelto y presenta las siguientes preguntas abiertas:

P1 En el caso del problema de imágenes y texto, el trabajo previo apunta a un sesgo
generado por los conjuntos de datos disponibles. ¿Cómo se pueden enfocar las
aplicaciones para otros idiomas distintos al inglés, en particular el español?

P2 ¿Es posible crear sistemas de análisis de sentimientos multimodal para que trabajen
con múltiples imágenes al mismo tiempo?
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P3 ¿Cómo impacta el número de imágenes consideradas al sistema de análisis de sen-
timientos multimodal?

P4 ¿Cuál es el impacto del texto incrustado en imágenes a los modelos de imagen y
texto de análisis de sentimientos multimodal?

P5 El contenido catalogado como spam en redes sociales no se considera un problema
lo suficientemente relevante como para ser incluido dentro de los modelos de clasi-
ficación. ¿Cómo se puede incluir este tipo de datos dentro de un marco de trabajo
para el análisis de sentimientos multimodal y cómo afecta su incorporación?

Dada la importancia de dichos elementos para un estudio de las redes sociales más
general y comprensivo, esta investigación tiene como objetivo aprovechar estas limitantes
para desarrollar nuevos métodos y recursos para el análisis de sentimientos multimodal,
así como establecer nuevos resultados que sirvan como referencia para estudios futuros
en el campo.

1.5. Objetivos
Dado el planteamiento del problema, los objetivos de la presente investigación se

pueden resumir en los siguientes puntos:

1. (P1, Sección 3.2) Diseñar una metodología que emplee modelos de lenguaje y visión
basados en la arquitectura de Transformer para construir sistemas de análisis de
sentimientos multimodal para determinar la polaridad del sentimiento de publica-
ciones de redes sociales en español.

2. (P1, Sección 3.1) Recopilar datos en español para el análisis de sentimientos multi-
modal, tomando en cuenta la privacidad de los usuarios y las reglamentaciones en
turno de las redes sociales pertinentes, así como principios éticos.

3. (P2, Sección 3.1) Proponer un esquema de anotación de datos multimodal que re-
sulte útil para el trabajo de análisis de cada modalidad en conjunto y por separado.

4. (P2, Sección 3.2.5) Proponer un método de fusión de información que permita
incorporar diversas modalidades de datos que considere su contexto, además de
que permita el análisis de publicaciones con múltiples imágenes.

5. (P3, Secciones 4.4.4 y 4.5.3) Determinar el impacto al sistema de análisis de senti-
mientos multimodal al considerar diferentes números de imágenes entrantes.

6. (P4, Secciones 4.4.4 y 4.5.3) Analizar cómo afecta el texto incrustado en imágenes
al sistema de análisis multimodal propuesto.

7. (P5, Secciones 4.4.4 y 4.5.3) Explorar cómo afecta el spam a los modelos de análisis
de sentimientos multimodal.
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1.6. Propuesta Metodológica
Para cumplir con los objetivos propuestos, se presenta una metodología para realizar

análisis de sentimiento multimodal basada en arquitecturas de aprendizaje profundo y
modelos vastos de lenguaje. En primer lugar, se ajustan (fine-tuning) los modelos preen-
trenados de BETO [60] y Vision Transformer (ViT) [31] con el texto y las imágenes del
Multimodal Spanish Sentiment Analysis Impact Dataset (MSSAID) [61] y Multimodal
COVID19 Mexico, respectivamente, bajo la idea de que la aplicación de este proceso adi-
cional mejora su desempeño al momento de determinar la polaridad del sentimiento en el
modelo multimodal. La ventaja de los conjuntos de datos que se construyen sobre otros
conjuntos de datos de imágenes y texto similares se basa en el esquema de anotación
que etiqueta diferentes aspectos de un tuit, lo que permite el estudio de las interacciones
entre diferentes modalidades y su impacto en el sentimiento general de una publicación.
Se pueden consultar detalles en extenso en la Sección 3.2.

En segundo lugar, proponemos dos métodos de fusión multimodal: el primer método se
basa en la suma de vectores y el segundo utiliza bloques de codificadores del Transformer
que utilizan el concepto de autoatención siguiendo la idea de que una persona interactúa
con las diferentes modalidades de forma secuencial. Finalmente, para explorar el caso del
texto incrustado en imágenes, construimos un conjunto de datos que contiene imágenes
similares a memes donde el texto está presente dentro de las imágenes para entrenar un
modelo de detección de texto. Este modelo se utiliza para detectar automáticamente las
regiones donde se encuentra el texto de interés para extraerlo con la ayuda de un motor
de reconocimiento óptico de caracteres e incorporarlo como una modalidad adicional de
información en el marco de trabajo. El módulo de fusión combina las características del
texto, múltiples imágenes y el texto detectado en ellas (si lo hay), cuya salida se utiliza
como entrada para un algoritmo de clasificación. Los detalles completos se encuentran
en la Sección 3.2.5.

Como resultado, nuestro método propuesto no solo aborda las limitaciones detec-
tadas en los métodos existentes de análisis de sentimientos multimodal de imágenes y
texto expuestas anteriormente, sino que también sirve como una herramienta valiosa para
aplicaciones del mundo real donde los datos multimodales son abundantes.

1.7. Estructura del Documento
El documento se organiza de la siguiente manera. El Capítulo 2 presenta conceptos

teóricos clave para el desarrollo de las metodologías propuestas en este trabajo. Se intro-
ducen conceptos relacionados al análisis de sentimientos en texto, imágenes y multimodal.
Después, se discute sobre la arquitectura del Transformer, sus componentes y modelos
derivados como BERT y Vision Transformer. Finalmente, en este capítulo se introducen
los modelos de clasificación empleados en el trabajo y las métricas de evaluación utiliza-
das para medir el desempeño de los modelos que se construyen para la tarea de análisis
de sentimientos multimodal.

En el Capítulo 3 se expone la forma de construcción de los conjuntos de datos que
se emplearon en el trabajo, el modelo propuesto para trabajar con imágenes y texto,
las estrategias de fusión de información y el proceso realizado para entrenar cada uno de
ellos. En esta parte del trabajo se definen los experimentos preliminares, los experimentos
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de ablación, la forma de analizar el error que se presenta en los resultados y la manera
en la que se comparan entre sí los distintos modelos aplicados al problema.

Por otro lado, el Capítulo 4 muestra los resultados obtenidos al realizar los experi-
mentos planteados en la Metodología para los modelos de imagen y texto. Además, se
presenta a detalle los conjuntos de datos usados en el trabajo y los resultados de los
experimentos de ablación sobre el impacto de las modalidades y el número de imágenes
en los resultados de los modelos multimodales.

Por último, el Capítulo 5 finaliza el escrito con la conclusión de la investigación, las
respuestas a las preguntas descritas en el Planteamiento del Problema, las limitaciones
que se presentaron durante el estudio y la discusión sobre trabajos futuros.
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Capítulo 2

Marco Teórico

En este capítulo se introducen diversos conceptos que sirven para establecer una base
teórica del proyecto de investigación. En particular, se explican conceptos sobre el análisis
de sentimientos aplicado a texto y análisis de sentimientos multimodal, para después
cubrir nociones importantes sobre los modelos de Transformer. Además, se describen las
arquitecturas de dos modelos usados en el trabajo, Bidirection Encoder Representations
from Transformers y Vision Transformer. Después, se presenta brevemente el algoritmo de
clasificación y las métricas de desempeño usadas en el trabajo para evaluar los resultados
de los modelos.

2.1. Análisis de Sentimientos
El tipo de información con la que trabaja el análisis de sentimientos debe ser subjetiva,

donde resaltan las opiniones y sentimientos que expresan las personas. Una opinión es
una postura subjetiva que una persona tiene hacia cierto tema o evento, la cual suele
reflejar los sentimientos, emociones o percepciones de la persona que la alberga [62].
Aunque la definición anterior es útil, el análisis de sentimientos considera otra que nos
permite identificar los distintos componentes que la conforman.

Definición 2 (Opinión) Una opinión [63] es una quíntupla

(ui, aij, hk, tl , sijkl)

donde ui es el nombre de la entidad sobre la que trata la opinión, aij es un aspecto de
ui, hk representa quién alberga la opinión, tl es el tiempo cuando la opinión es expresada
por hk y sijkl denota el sentimiento del aspecto aij de la entidad ui.

El sentimiento sijkl se define como una disposición neuropsíquica importante que per-
mite al ser humano reaccionar emocional, cognitiva y conativamente hacia un determi-
nado objeto (o situación) de una manera estable [64]. Además, suele acompañarse por
intereses y valores de cada individuo, lo cual crea una disposición a largo plazo que es
adquirida y evocada cuando quien alberga el sentimiento piensa o percibe algo sobre el
objeto [65]. El sentimiento se compone de dos elementos: polaridad e intensidad [66].
La polaridad representa el valor positivo, negativo o neutro contenido en cada opinión,
usualmente representados numéricamente mediante 1, -1 y 0, respectivamente. Por otro
lado, la intensidad del sentimiento permite medir usando una escala qué tan positiva
o negativa es la opinión. Por ejemplo, se puede usar la escala [−3, 3], donde -3 denota
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un sentimiento muy negativo, 3 muy positivo y 0 un sentimiento neutro. Sin embar-
go, dependiendo de la aplicación, ambos elementos se exploran usualmente de manera
separada.

Ejemplo 1 Supongamos que Ayelín compra una computadora el 23 de marzo de
2024 y publica en X: «¡La nueva computadora tiene un problema serio con la batería
ya que no dura más de una hora! ». Vamos a indexar de la siguiente manera: «compu-
tadora» como 1, «batería» como 2, «Ayelín» como 3 y el 23 de marzo de 2024 como 4.
Entonces, Ayelín es quien alberga la opinión h3 y el 23 de marzo de 2024 es el tiempo
t4 cuando se emite la opinión. El término «computadora» es la entidad u1 sobre la que
trata la opinión, «batería» corresponde al aspecto a12 de la entidad u1 («computadora»)
y s1234 = −1 es el sentimiento negativo sobre el aspecto a12 («batería») de la entidad u1
(«computadora»).

Por otro lado, Cambria et al. [67] definen a las emociones como complejos estados
sentimentales que activan reacciones físicas y fisiológicas que afectan la conducta y el
pensamiento humano. Sin embargo, una definición única no se encuentra disponible ya
que esta varía en la literatura: se pueden encontrar más de 90 definiciones disponibles. Por
lo tanto, es difícil manejar un único marco para representar emociones, a diferencia de los
sentimientos, aunque frecuentemente se eligen los modelos de Ekman [68] y Rusell [69]
para dicho fin. Cuando se trabaja con sentimientos en lugar de emociones, se realiza
análisis de emociones [70].

Aunque sentimiento, opinión y emoción son términos que representan subjetividad,
no son lo mismo. Como indican Munezero et al. [71], los sentimientos suelen ser más
duraderos y estables que las emociones. Además, su formación y dirección es hacia un
objeto o tema. Por otro lado, los sentimientos son construcciones sociales que surgen de
las emociones los cuales se desarrollan con el tiempo y son duraderas, mientras que las
opiniones son interpretaciones personales de información que pueden o no estar cargadas
de emociones o sentimientos.

2.1.1. Análisis de Sentimientos Tradicional

El análisis de sentimientos y la definición de opinión proveen un marco de trabajo
para estructurar la información que puede considerarse desde diferentes niveles de detalle:

A nivel documento indica que el proceso de análisis se lleva a cabo utilizando
todo el documento que alberga texto bajo el supuesto que éste discute un tema en
común.

A nivel enunciado indica que el proceso de análisis se lleva a cabo en cada enun-
ciado que conforma el documento de texto.

A nivel de entidades y aspectos es un proceso más refinado e intensivo debido
a que se enfoca en determinar las distintas opiniones que se encuentran en un
documento de texto y, para cada una de ellas, realiza el análisis correspondiente.

No todos los elementos de la quíntupla se necesitan en cada situación ya que depen-
den de la tarea que se esté realizando. Por ejemplo, para la clasificación de polaridad a
nivel documento [46] es suficiente si se determina sijkl, pero para resumir opiniones [72]
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Figura 2.1: Diagrama que muestra la idea general que se sigue para
realizar análisis de polaridad enfocado a textos. Fuente: elaboración propia.

es deseable contar con la mayor cantidad de elementos de la quíntupla posibles. Por lo
tanto, al no ser un problema único sino una colección de tareas (un «gran portafolio»), el
análisis de sentimientos orientado a textos requiere resolver diversas tareas de Procesa-
miento de Lenguaje Natural (PLN) según lo que se requiera resolver [73]. Algunas tareas
comunes del análisis de sentimientos incluyen detección de sarcasmo [74], detección de
spam [75], análisis de tópicos [76], generación de lexicones de sentimientos [77], resumen
de opiniones, entre muchas otras. En consecuencia, a pesar de que el término «análisis
de sentimientos» se usa ampliamente tanto en la academia como en la industria como
sinónimo de análisis de polaridad [8], en realidad es un marco de trabajo para traba-
jar con información subjetiva sin estructura. De ahora en adelante, para mantener la
notación que se usa en la literatura, cuando se mencione en el documento «análisis de
sentimientos» en realidad se hace referencia a la tarea de análisis de polaridad.

El proceso general para realizar análisis de sentimientos tradicional consta de una
fase de recolección de datos, un procesamiento de la información y un paso de clasifi-
cación, como se muestra en la Figura 2.1. Para la recolección de datos se pueden usar
diversas fuentes como redes sociales, sitios web, blogs o foros mediante el uso APIs (por
ejemplo, la API de X1), herramientas para realizar web scrapping o descargas manuales
vía crowdsourcing.

La fase de procesamiento de datos busca reducir el ruido presente en la información
«cruda», especialmente aquella de redes sociales, que suele presentarse en forma de erro-
res gramaticales y de ortografía [63]. En sistemas tradicionales basados en modelos de
Machine Learning, se lleva a cabo un paso adicional llamado preprocesamiento cuyo fin
es reducir el tamaño final del vocabulario o dimensión del vector de entrada, por ejemplo,
al eliminar palabras como artículos, preposiciones, algunos verbos, signos de puntuación,
etc. Las tareas de PLN más comunes que se ejecutan en este paso son tokenización (to-
kenization), etiquetado gramatical (part-of-speech tagging), reconocimiento de entidades
nombradas (named entity recognition) y lematización o stemming [78]. Dependiendo del
tipo de fuente de datos, puede resultar útil agregar pasos para limpiar aún más el texto,

1https://developer.x.com/en/products/x-api

https://developer.x.com/en/products/x-api
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por ejemplo, quitando caracteres repetidos (por ejemplo, «gooooooool»), correos electró-
nicos o lenguaje markdown. Sin embargo, cada caso debe ser analizado de forma especial.
Al trabajar con datos de redes sociales se suelen eliminar enlaces a otros sitios web, nom-
bres de usuarios (por razones de privacidad) y etiquetas propias del sitio como hashtags
y cashtags [79]. A pesar de ello, alternar entre la conservación y eliminación de tales
elementos puede ayudar al rendimiento de los sistemas de análisis de sentimientos [80].
Cabe mencionar que, en el caso de modelos de lenguaje basados en la arquitectura de
Transformer, el uso de una estrategia apropiada de preprocesamiento como la mencio-
nada anteriormente puede resultar beneficiosa al mejorar los resultados de los modelos.
Sin embargo, si no se manejan de manera apropiada, puede tener un efecto contrario e
impactar negativamente el rendimiento de tales sistemas [81].

La extracción o ingeniería de características es un proceso que permite obtener in-
formación importante que ayuda a describir las características más representativos de la
fuente de información en turno [82]. La idea clave en este paso es la forma de representar
los textos en una forma numérica de dimensión fija para que los modelos de clasifica-
ción sean capaces de procesarlos. Entre las técnicas clásicas más utilizadas destacan los
modelos basados en la ausencia o presencia de términos como Bolsa de Palabras y Term
Frequency-Inverse Document Frequency (TF-IDF) [83]. A pesar de ser usadas amplia-
mente, tienen la desventaja de ignorar conceptos clave como el orden de las palabras o
estructuras gramaticales. Por otra parte, los word embeddings son representaciones distri-
buidas que codifican el significado de una palabra en un espacio vectorial. Estos modelos
de representación distribuida son generados usando métodos de aprendizaje profundo
dentro de los que destacan Word2vec [84], Global Vectors (GloVe) [85] y FastText [86].
Desde la salida de diversos modelos de lenguaje basados en Transformer, la generación
de las representaciones numéricas de las palabras se pueden hacer utilizando diferentes
modelos grandes de lenguaje como Bidirectional Encoder Representations from Trans-
formers (BERT) [87] o alguna de sus variantes en algún idioma como BETO [60], que
permite trabajar con texto en español.

Los métodos para el proceso de clasificación se suelen dividir en tres clases: métodos
basados en Machine Learning y Deep Learning, métodos basados en lexicones y métodos
híbridos. Los métodos basados en algoritmos de Machine Learning incluyen modelos
de aprendizaje supervisado como Naïve Bayes [88], Máquinas de Vectores de Soporte
(MVS) [89], Máxima Entropía [90], Árboles de Decisión [91], K Vecinos Más Cercanos [92]
y métodos de ensamble [93], [94]. El análisis de sentimientos también ha gozado de
éxito al emplear métodos de aprendizaje profundo basados en redes neuronales con word
embeddings que permiten entrenar modelos más complejos con muchos más datos [95].
Los modelos que se utilizan con más frecuencia incluyen variaciones de Redes Neuronales
Recurrentes como Long Short Term Memory (LSTM) [96] o Bi-LSTM [97], y Redes
Neuronales Convolucionales [98].

Los métodos basados en lexicones de opinión comprenden un conjunto de recursos
léxicos donde cada palabra se asocia a su orientación semántica según la escala o pola-
ridad del sentimiento que considere, por ejemplo, positivo, negativo o neutral [99]. Para
determinar el valor del sentimiento se debe utilizar una fórmula o algoritmo. Tales lexi-
cones se pueden generar de forma manual [100], automática [101] o derivados de grandes
diccionarios de palabras como Wordnet2 [102] bajo la idea de que los sinónimos de un

2https://wordnet.princeton.edu/

https://wordnet.princeton.edu/
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grupo de palabras semillas tienen la misma polaridad. A diferencia de los sistemas basa-
dos en modelos de Machine Learning, su uso es práctico ya que no requiere un conjunto
de datos anotado para entrenar modelos, por lo que se pueden considerar una forma de
aprendizaje no supervisado. Sin embargo, tienen la desventaja de ser dependientes del
contexto en el que se usen. Por ejemplo, la palabra «explosivo» representa algo nega-
tivo en la mayoría de los casos de uso, pero si se habla de un «crecimiento explosivo
de la empresa» se puede tratar de algo positivo. Para resolver este tipo de situaciones
surgen lexicones dependientes del dominio o tema que aborde el análisis de polaridad.
Asimismo, dado un conjunto lo suficiente grande de entrenamiento, los modelos de Ma-
chine Learning suelen dar mejores resultados que los métodos de clasificación basados
en lexicones [99]. Finalmente, los métodos híbridos combinan las ventajas que ofrecen
los métodos basados en Machine Learning y lexicones [103]. Para ilustrar esta forma de
clasificación se puede citar el trabajo de Shin et al. [104] donde construyeron embeddings
de palabras provenientes de diversos lexicones que fueron integrados usando una Red
Neuronal Convolucional con mecanismos de atención. Como resultado, concluyen que la
integración de los lexicones al proceso mejora, en lo general, el modelo de clasificación
basado en Redes Neuronales Convolucionales.

2.1.2. Análisis de Sentimientos en Imágenes

La Definición 2 de opinión se puede adaptar de texto a imágenes [105]. En particular,
la entidad ui es el contenido visual que se usa y se divide en partes y atributos. Las partes
pueden representarse como una sola idea plasmada en la imagen o, al contrario, se puede
componer de varias subimágenes las cuales pueden comprender contenidos específicos.
Los atributos corresponden a la idea en texto que describe el contenido semántico de
cada elemento o a la categoría de los objetos que se encuentran en ellos. Por otro lado,
es posible identificar dos titulares hk de la opinión: quién es el dueño o quién publica
el contenido (que no necesariamente son la misma persona), y quién lo consume. Por
ejemplo, en el caso de campañas publicitarias, la intención del dueño de la campaña
puede alinearse o no con el impacto en aquellos que la consumen [106]. Para el caso del
análisis de sentimientos visual en redes sociales, se debe considerar que el sentimiento
expresado por la persona que publica la imagen y el sentimiento generado por aquellos
que lo consumen no son necesariamente el mismo.

Similar al caso cuando se trabaja con texto, el preprocesamiento permite modificar las
imágenes para remover ruido, distorsiones o mejorar ciertas propiedades de las imágenes
que permitan un mejor análisis. Algunas de las operaciones de preprocesamiento más
utilizadas incluyen corrección de brillo de píxeles, transformaciones geométricas, filtrado
y segmentación de imágenes, transformada de Fourier y restauración de imágenes [56].

Para la extracción de características visuales se suelen considerar tres niveles semán-
ticos. Las características de bajo nivel son aquellas características visuales de una imagen
que se extraen a nivel de los pixeles como color, textura y bordes a nivel local o global.
Por otra parte, las características de mediano nivel permiten capturar e identificar infor-
mación más abstracta en las imágenes como formas, partes de objetos y configuraciones
de pixeles. Algunos ejemplos incluyen esquinas, uniones, contornos, patrones geométricos
o agrupaciones de pixeles. Finalmente, las características de alto nivel se refieren a repre-
sentaciones semánticas abstractas que capturan información significativa sobre objetos,
escenas o conceptos en la imagen. A este nivel, suelen relacionarse con objetos completos
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Figura 2.2: Diagrama que muestra la idea general que se sigue para
realizar análisis de polaridad multimodal. Fuente: elaboración propia.

que se encuentren en la imagen, el contexto mediante la escena o el fondo, relaciones
entre objetos o poses u orientaciones.

2.1.3. Análisis de Sentimientos Multimodal

Los sistemas de análisis de sentimientos multimodal se especializan en modelar dos
tipos de dinámicas que pueden presentarse entre los distintos tipos de datos [24]. En
primer lugar, por modalidades o tipos de datos se refiere a la información con la que
trata el sistema. La información multimodal más común incluye señales de audio, texto,
imágenes y videos, en cualquier combinación.

A partir de la interacción de las modalidades se originan dos tipos de dinámicas que
describen su comportamiento [9]. Las dinámicas intramodales modelan aquellas interac-
ciones que existen dentro de una modalidad en específico. A modo de ejemplo se puede
mencionar las interacciones entre las palabras en un mismo tuit. La segunda dinámica
comprende las relaciones intermodales, es decir, las interacciones entre diferentes mo-
dalidades que se dividen en síncronas y asíncronas. Una dinámica intermodal síncrona
es cuando, en una presentación, alguien muestra una imagen durante la explicación de
un concepto que se explica oralmente a manera de refuerzo visual. Un ejemplo de una
dinámica asíncrona es una publicación de un tuit: el texto y el contenido audiovisual que
lo acompaña interactúan entre ellos para dotar de información de manera mutua. Sin
embargo, el usuario no interacciona con ambos al mismo tiempo, sino uno a la vez.

Por lo tanto, el análisis de sentimientos multimodal involucra la representación de
características de cada modalidad considerada, a menudo empleando técnicas de redes
neuronales profundas, un método de fusión para representar los datos en una forma
numérica unificada que capture las relaciones entre ellos y un mecanismo de clasificación
para predecir la etiqueta de polaridad de toda la publicación, como se muestra en la
Figura 2.2. Como resultado, estos sistemas dependen en gran medida del enfoque para
procesar cada modalidad, los medios para fusionarlos y los métodos de clasificación, los
cuales cambian considerablemente dependiendo del paradigma vigente.
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El principal desafío en el análisis de sentimientos multimodal involucra los métodos
para fusionar características de cada modalidad. En general, Chandrasekaran et al. [107]
y Abdu et al. [9] dividen los mecanismos de fusión en distintas grandes familias:

1. Fusión temprana: en esta categoría, todas las modalidades consideradas se con-
catenan en un único vector de representación que se utiliza como entrada para el
modelo de predicción. A pesar de la sencillez del enfoque, este presenta problemas
cuando se tienen pocos datos y no son significativos ya que en el proceso se pierden
las relaciones intermodales de cada modalidad. Perez-Rosas et al. [55] combinaron
las modalidades visuales, acústicas y lingüísticas en un único vector de caracterís-
ticas para predecir el sentimiento de declaraciones en videos mediante una MVS.

2. Fusión tardía: se construyen diferentes modelos, generalmente modelos preentre-
nados para cada modalidad, por lo que la etiqueta de polaridad final se determina
mediante un voto mayoritario (según la predicción de sentimiento de cada mode-
lo), suma ponderada, promedio o mecanismos de redes neuronales profundas. Estos
modelos son modulares, por lo que se pueden usar versiones ajustadas de distintos
modelos base unimodales, pero presentan fallas al modelar dinámicas intermodales
considerando que el sentimiento final es más complejo que un voto mayoritario,
además de consumir más tiempo.

3. Fusión híbrida: este enfoque combina las ideas principales de la fusión tardía y
temprana. En [108] propusieron un sistema híbrido para predecir el sentimiento
de declaraciones en videos. Primero utilizaron fusión temprana para determinar
una primera predicción de las características de audio y video mediante una LSTM
Bidireccional. Después, usaron fusión tardía mediante voto ponderado usando la
mezcla anterior con las predicciones que realizó una MVS para las características
lingüísticas para así determinar el sentimiento final de cada declaración como una
suma ponderada de las puntuaciones lingüística y audiovisual.

4. Fusión basada en reglas: combina las distintas modalidades usando reglas como,
por ejemplo, la suma ponderada, el producto o el máximo, de la representación de
cada modalidad [109].

2.2. Transformer
En el 2017, el trabajo de Vaswani et al. [30] introdujo el mecanismo de atención que

es la base de múltiples modelos vastos de lenguaje para texto, imágenes y multimodales
que forman parte del estado del arte. Este mecanismo se encuentra en una red neuronal
secuencial llamada Transfomer especializada en trabajar información que se modela como
secuencia (texto, audio, series de tiempo, etc.), que además deja atrás conceptos de redes
neuronales recurrentes y convolucionales.

Originalmente, la arquitectura del Transformer se basa en dos componentes:

Codificador: convierte la secuencia de entrada en representaciones numéricas (em-
beddings) también llamadas estados ocultos.

Decodificador: Utiliza los estados ocultos generados por el codificador para gene-
rar una secuencia de salida, un token a la vez, de forma iterativa.
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Lo anterior ha originado distintas familias de modelos basados en algunos compo-
nentes del Transfomer que han permitido resolver distintos tipos de problemas según el
enfoque que se requiera [110]:

Basados en el codificador: su característica principal es que convierten la se-
cuencia de entrada en representaciones numéricas que contienen información del
contexto de la secuencia. Este tipo de arquitectura es útil para tareas de clasifi-
cación y cualquiera de sus variantes. Algunos ejemplos de este tipo de modelos
incluyen BERT [87] (y cualquiera de sus variantes) o RoBERTa [111].

Basados en el decodificador: estos modelos se caracterizan por generar de forma
iterativa la secuencia de salida, prediciendo cada elemento como el más probable
según el contexto dado en la misma. A esta arquitectura de modelos pertenece
la familia de Generative Pretrained Transformers (GPT) [112] que se enfocan en
construir secuencias de palabras según lo que ya se ha escrito anteriormente en el
proceso.

Modelos completos: en esta clase de modelos se utiliza tanto el codificador co-
mo el decodificador para realizar tareas que requieran mapeos complejos de una
secuencia a otra, como la traducción automática. Ejemplos de este tipo de mo-
delos incluyen a Bidirectional and Auto-Regressive Transformers (BART) [113] y
Text-to-Text Transfer Transformer (T5) [114].

2.2.1. Atención

Como se mencionó anteriormente, el mecanismo de atención es lo que diferencia al
Transformer de otras redes neuronales para procesar información secuencial. Si se trabaja
con texto, al momento de generar la secuencia de salida, se desea elegir automáticamente
la mejor palabra según aquellas que ya se encuentran en la oración.

Ejemplo 2 (Oración de ejemplo) El carro rojo es tan ancho que no cabe en el

Consideremos la oración del Ejemplo 2, donde se busca que el modelo de Transformer
nos diga cuál es la nueva palabra más adecuada según la secuencia actual de palabras.
En este caso, es cierto que el contexto que proporciona la oración nos indica que lo
más adecuado resulten ser palabras como «garaje». En ese sentido, algunas palabras son
importantes para determinar qué palabra es la mejor para continuar con la secuencia,
por lo que términos como «refrigerador» o «lavamanos» quedan totalmente descartados
por hablarse del carro como objeto principal de la misma. Por otro lado, otros términos
contribuyen menos para determinar la nueva palabra: ciertamente el color del carro (rojo)
no afecta su tamaño. En resumen, se presta atención a ciertas partes de la oración y a
otras no para extraer información de manera eficiente.

Para lograr esto, el mecanismo de atención (también llamado cabezal de atención),
realiza un mapeo de tres vectores llamados query (Q), value (V) y key (K), en una única
salida que contiene la información más relevante del contexto de la oración, como se
muestra en la Figura 2.3. El query Q se puede interpretar como la búsqueda de la siguiente
palabra de la oración, en este caso, ¿qué sigue después de «el»? Matemáticamente, como
se aprecia en la Ecuación 2.1, Q es el producto de multiplicar el embedding del vector de
entrada de la palabra «el», de, por una matriz de pesos WQ. En esta ecuación, de ∈ RNde ,
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donde Nde es su dimensión. Por otro lado, WQ ∈ R
Nde×Ndk , donde Ndk es la dimensión

de los queries y keys que adoptará el vector de. Es decir, su dimensión pasa de ser Nde a
Ndk .

Q = deWQ (2.1)

Los vectores key K son representaciones de cada palabra de la secuencia hasta el
momento («El», «carro», «rojo», etc.). De forma similar al vector Q, los embeddings de
cada palabra (ya no es una, sino varias) d#

e ∈ R#P×Nde , donde #P es el número de palabras
que conforman el key y value, se multiplican por una matriz de pesos WK ∈ R

Nde×Ndk

para establecer la dimensión de cada embedding d#
e a #P × Ndk , como se muestra en la

Ecuación 2.2.

K = d#
e WK (2.2)

El vector V son los embeddings d#
e ∈ R#P×Nde de representación de cada palabra en

la oración sin modificación alguna, multiplicadas por la matriz de pesos WV ∈ RNde×Ndv .
El fin de esta acción es cambiar la dimensionalidad de d#

e a #P × Ndv , como se muestra
en la Ecuación 2.3.

V = d#
e WV (2.3)

Después, cada key se compara con el query para determinar cuales son los términos
más relevantes usando un producto punto, ya que ambos vectores son del mismo tamaño.
Entre más grande sea el valor del producto punto, más relacionados están el query con el
key en turno. El vector resultante de esta operación se escala por

√
Ndk para mantener

la varianza de la suma del vector estable, y se le aplica una transformación softmax
para que los resultados sumen 1, obteniendo los pesos de atención. Estos pesos después
se multiplican por V para determinar la importancia de cada palabra. La Definición 3
representa la salida matricial de la atención resultante para una secuencia dada.

Definición 3 (Ecuación de atención) Dados vectores de representación K, Q y V, la
atención se define como:

Atención(Q, K, V) = so f tmax

(
QKT√

Ndk

)
V (2.4)

Finalmente, para obtener un único vector de salida del cabezal de atención, la atención
se suma para obtener un vector de tamaño dv ∈ RNdv , llamado vector de contexto, que
captura las opiniones de las palabras para determinar el nuevo término. Cabe mencionar
que, como toda red neuronal, lo que se tiene que ajustar son las matrices de pesos WQ, WK
y WV .

2.2.2. Atención Multicabezal

En lugar de utilizar el mecanismo de atención con un solo cabezal, resulta útil realizar
la proyección de Q, K y V h veces, cada una con diferentes proyecciones aprendidas. El
resultado de cada cabezal de atención se concatena y la forma final se somete a una matriz
de pesos WO ∈ Rhdv×de para proyectar el vector a la dimensión de salida final deseada,
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Figura 2.3: Diagrama del cabezal de atención utilizado en el Ejemplo 2.
Fuente: elaboración propia, inspirado en [115].

que en este caso es de. La Figura 2.4 ejemplifica lo anterior. Al realizar lo anterior se
obtiene la atención multicabezal, como se explica en la Definición 4.

Definición 4 (Ecuación de Atención Multicabezal) Dados vectores de representa-
ción K, Q y V, la atención multicabezal se define como:

MultiCabezal(Q,K,V) =
∥∥∥h

i=1
(cabezali)WO (2.5)

donde

cabezali = so f tmax

deW i
Q · d#

e W i
K

T√
Ndk

 d#
e W i

V (2.6)

y ‖ representa la operación de concatenación de vectores.
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Cabezal de Atención

Cabezal de Atención Concatenar

Cabezal de Atención

Figura 2.4: Esquema de la atención multicabezal con tres cabezas. Fuen-
te: elaboración propia, inspirado en [115].

2.2.3. El Bloque del Transformer

El bloque del Transformer, ilustrado en la Figura 2.5, es un componente que se en-
cuentra dentro de toda la arquitectura del Transformer. En primer lugar, como entradas
se tienen los vectores Q, K y V que pasan a la capa de atención multicabezal. Sin embar-
go, el query se añade a la salida de la capa. A esto se le conoce como skip connection y
sirve para evitar problemas de gradiente descendiente. Después, la salida se somete a una
capa de normalización para proveer estabilidad durante el proceso de entrenamiento y
mejorar el rendimiento de la red neuronal [116]. Finalmente, un perceptrón multicapa se
incluye con el fin de extraer características de alto nivel conforme se avanza en el proceso.

2.2.4. Arquitectura del Transformer

La Figura 2.6 muestra la arquitectura propuesta para el Transformer en su totali-
dad. Del lado izquierdo se tiene el codificador, en total N = 6 bloques, que incluyen el
mecanismo de atención multicabezal y el perceptrón multicapa. En este punto, se co-
difica la secuencia para aprender una buena representación de la misma para pasarla
al decodificador. Del lado derecho, se tienen bloques de Transformer, también N = 6
bloques, que actúan como el decodificador. Se introducen los estados ocultos, que son
los vectores K y V, permaneciendo únicamente el query Q de la secuencia de entrada
del decodificador, lo que resulta en atención referencial cruzada que permite influenciar
el proceso de generación de secuencias. En la obra original, Vaswani et al. [30] usan al
Transformer para una tarea secuencia a secuencia, como la traducción automática, donde
entra una cadena de texto y se debe generar la traducción correspondiente en el idioma
objetivo. En este caso, la salida del decodificador se utiliza como entrada del mismo, un
token generado a la vez, para generar la secuencia completa de salida. Usando el ejemplo
anterior, se genera una palabra a la vez y cada palabra generada se usa como entrada del
decodificador para completar el proceso. Por otro lado, en el trabajo original, la atención
multicabezal original consta de h = 8 cabezales con una dimensión de Ndk = Ndv = 64,
aunque ésto puede cambiar según la arquitectura con la que se trabaje.
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Atención Multicabezal

+

Capa de Normalización

Perceptrón Multicapa

Capa de Normalización

+

Figura 2.5: Diagrama de la estructura del bloque del Transformer. Fuen-
te: elaboración propia.

2.3. Bidirectional Encoder Representations from Transfor-
mers

Bidirectional Encoder Representations from Transformers (BERT) [87] es un modelo
de lenguaje desarrollado por Google en 2018 que revolucionó el campo del procesamiento
del lenguaje natural. Su diseño se basa en la arquitectura Transformer, en particular
su codificador. A diferencia de otras arquitecturas como la LSTM [117] que procesan
secuencias de forma unidireccional, destaca por su capacidad para procesar el contexto
de las palabras de manera bidireccional, lo que le permite capturar relaciones semánticas
más profundas. Su arquitectura se puede apreciar en la Figura 2.7.

BERT tiene dos versiones originales que fueron entrenadas con grandes corpus de
datos, específicamente Wikipedia en inglés y BooksCorpus de Google:

BERT Base tiene 12 capas de Transformer, vectores de tamaño 768 y alrededor
de 110 millones de parámetros.

BERT Large cuenta con 24 capas de Transformer, vectores de tamaño 1024 y cerca
de 340 millones de parámetros, lo que le permite manejar tareas más complejas.

Otro punto importante sobre BERT son los tokens especiales que ocupan un rol
importante en el modelo durante su entrenamiento y para darle estructura a la secuencia
de entrada. Por ejemplo, el token [CLS], que se ubica al inicio de la secuencia, sirve
como embedding para ser usado como entrada en otros modelos de clasificación. Otros
tokens especiales incluyen [SEP] para le separación de las oraciones, [EOS] para marcar
el fin de una oración, [MASK] para indicar las palabras que se enmascaran durante el
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Figura 2.6: Modelo de codificador y decodificador del Transformer. Como
entrada se toman los embeddings de la cadena de texto a codificar. Fuente:

elaboración propia, basado en [30].

entrenamiento de la red y [UNK] para denotar a los tokens desconocidos que no forman
parte del vocabulario del modelo.

Por otro lado, modelos como BERT utilizan embeddings posicionales para incorpo-
rar información sobre el orden o la posición de los elementos dentro de una secuencia.
La codificación posicional es un componente esencial en los Transformers que introdu-
ce información sobre el orden de los tokens en una secuencia, compensando la falta de
estructura secuencial propia del mecanismo de atención. Al representar la posición me-
diante funciones seno y coseno, el modelo puede inferir relaciones relativas y absolutas
entre tokens [118]. En el contexto de la recuperación contextual (por ejemplo, la genera-
ción de texto), la codificación posicional permite que la autoatención relacione tokens no
solo por su contenido semántico, sino también por su ubicación en el texto. Esto es im-
portante para mantener la coherencia en relaciones de dependencia larga (es decir, que se
encuentren separadas en el texto) y la correcta interpretación de estructuras gramaticales
o narrativas.



26 Capítulo 2. Marco Teórico

Figura 2.7: Ejemplo de la arquitectura de BERT Base para procesar una
entrada de texto. Fuente: elaboración propia.

Esta codificación permite que la autoatención relacione elementos no solo por su
significado, sino también por su ubicación contextual, lo cual es fundamental para tareas
como la traducción, la comprensión lectora o la generación de texto. En la recuperación
contextual, el PE actúa como un ancla que facilita que el modelo reconozca dependencias
largas y relaciones sintácticas o semánticas precisas.

Dentro de las ventajas de usar BERT se encuentra la gran variedad de modelos
derivados de esta arquitectura, desde modelos con menos parámetros pero más ligeros,
hasta versiones grandes en distintos idiomas. Por otro lado, es posible usar y adaptar
las distintas versiones de BERT mediante fine-tuning, lo que permite trabajar con pocos
datos y no construir un modelo de aprendizaje desde cero. Algunas desventajas incluyen
el costo computacional que implica usar las versiones grandes del modelo y sensibilidad
a errores en el ajuste de hiperparámetros

2.4. Vision Transformer
Vision Transformer (ViT) es un modelo de aprendizaje profundo propuesto por Do-

sovitskiy et al. [31], que adapta la arquitectura Transformer para tareas de visión por
computadora, reemplazando el uso de redes convolucionales, lo que permite modelar re-
laciones globales entre regiones de una imagen. Lo anterior demuestra que el Transformer
puede ser útil en tareas de clasificación de imágenes cuando se entrena con suficientes
datos.

Las imágenes en dos dimensiones primero deben adaptarse para que la arquitectura
del Transformer las pueda manejar, como se observa en la Figura 2.8. Cada imagen
SI en dos dimensiones del conjunto de datos D, se divide en parches cuadrados SIp .
SI ∈ RH×W×C, donde H, W, C representan la altura, el ancho y los canales de la imagen,
respectivamente. Además, SIp ∈ RN×P×P×C, donde P es la resolución de cada parche de la
imagen y N = HW/P2 es la cantidad de parches resultantes que también funciona como
la longitud de la secuencia de entrada al Transformer. Después, los parches generados se
aplanan y se asignan a un vector de tamaño D mediante una proyección lineal que aprende
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Figura 2.8: Arquitectura de Vision Transformer. Fuente: elaboración pro-
pia, inspirado en [31].

el modelo, es decir, los embeddings resultantes de cada parche. ViT utiliza embeddings
posicionales, los cuales son sumados a las proyección lineales, para retener información
posicional.

De forma similar a BERT, ViT considera el token [CLS] que se añade al inicio de
la secuencia de parches para que sirva como embedding para la tarea de clasificación al
salir de la última capa del modelo. En la arquitectura original, el modelo de clasificación
es un perceptrón multicapa.

ViT cuenta con las siguientes versiones [31]:

ViT-Base: Modelo base con 12 capas, vectores de tamaño 768, 12 cabezales de
atención, y parches de tamaño 16 × 16. En total, cuenta con 86 millones de pará-
metros.

ViT-Large: Modelo grande con 24 capas de Transformer, vectores de tamaño 1024,
16 cabezales de atención y parches de tamaño 16 × 16. En total, cuenta con 307
millones de parámetros.

ViT-Huge: Modelo más grande con 32 capas de Transformer, vectores de tamaño
1280, 16 cabezales de atención y parches de tamaño 16 × 16. En total, cuenta con
632 millones de parámetros.

2.5. Modelos de Clasificación

2.5.1. Máquinas de Vectores de Soporte

La Máquina de Vectores de Soporte (MVS) [119] es un modelo de aprendizaje su-
pervisado utilizado para clasificación binaria. Dado un conjunto de entrenamiento D =
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Figura 2.9: Idea general para la MVS. El hiperplano óptimo (línea sóli-
da) para separar los datos se encuentra entre el margen generado por los

hiperplanos de apoyo (línea puntuada). Fuente: elaboración propia.

{(x1, y1), . . . , (xn, yn)} compuesto de n datos, donde xi es el vector de representación de
los atributos y yi ∈ {−1, 1} es la clase a la que pertenece el vector xi, se busca construir
un hiperplano que separe óptimamente los puntos de una clase de la otra. Ese hiperplano
óptimo se define como aquel donde la distancia entre cualquiera de los puntos de ambas
clases tenga distancia máxima. La Figura 2.9 muestra gráficamente la idea general de la
construcción del clasificador.

Un hiperplano es el conjunto de puntos que satisfacen la Ecuación 2.7

wTx + b = 0 (2.7)

donde w representa un vector normal (perpendicular) al hiperplano no necesariamente
normalizado y b representa una constante. Suponiendo que los datos del conjunto D sean
linealmente separables, se puede seleccionar dos hiperplanos de apoyo cuya distancia
entre ellos sea lo más grande posible y, en el margen que generan, ubicar al hiperplano
óptimo. Dichos hiperplanos de apoyo se describen como

wTx + b = 1 (2.8)

para el hiperplano que separa los puntos cuya clase es 1, y como

wTx + b = −1 (2.9)

para el hiperplano que separa los puntos cuya clase es −1.
La distancia entre los dos hiperplanos de apoyo es igual a 2

||w|| , donde ||w|| = wTw,
por lo que para maximizar la distancia entre ellos se debe minimizar w. Además, se debe
evitar que los puntos xi entren al margen de separación:

wTx + b ≥ 1 si yi = 1 (2.10)
wTx + b ≤ −1 si yi = −1 (2.11)

Las expresiones anteriores se pueden juntar de la siguiente forma:
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(A) (B)

Figura 2.10: (A): Caso de clasificación para el margen suave donde se
admite la entrada al margen de separación. Sombreados en rojo se encuen-
tran los vectores de soporte encontrados por el margen duro comparados
con los encontrados por el margen suave. (B) Ejemplo de un problema
linealmente no separable que se intenta separar mediante un kernel poli-

nomial. Fuente: elaboración propia.

yi(wTxi + b) ≥ 1 . (2.12)

Por lo tanto, el problema de optimización resultante es:

minimizar
w,b

1
2

wTw

sujeto a yi(wTxi + b) ≥ 1 .
(2.13)

La Ecuación (2.13) representa la forma genérica del clasificador, la cual se puede
modificar para que se adapte a instancias particulares que dependen de la naturaleza de
los datos.

Existen casos en que una separación perfecta no siempre es posible. Para manejar este
caso se introduce un nuevo parámetro C creando un margen blando que permite errores
en la clasificación al mismo tiempo que se penalizan. Esto se refleja en la Ecuación (2.13)
como [120]:

minimizar
w,b,ξi

1
2

wTw + C ∑
i

ξi

sujeto a yi(wTxi + b) ≥ 1 − ξi

ξi ≥ 0

(2.14)

Por otro lado, al considerar casos en que no es posible separar los datos mediante un
hiperplano, es decir, no es linealmente separable, se utiliza el truco del kernel. La Figura
2.10 muestra un ejemplo de problemas linealmente separables y no separables. Un kernel
es una función K(v, w) tal que K : Rn × Rn → R, es decir, define un producto punto
entre v y w que cumple ciertas propiedades [121].

La idea general es que, si un problema en cierta dimensión no es separable linealmente,
puede que al aplicar cierta transformación no lineal lleve al problema a otra dimensión
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donde sí lo sea. Una vez separados los datos podemos regresar a la dimensión original
aplicando una transformación inversa.

Sean xi, xj ∈ Rn filas del conjunto de datos D y 〈·, ·〉 denota el producto punto entre
dos vectores. Los kernels más utilizados son los siguientes:

Kernel Lineal: k(xi, xj) = 〈xi, xj〉

Kernel Polinomial: k(xi, xj) = (γ〈xi, xj〉+ r)d

Kernel Función de Base Radial: k(xi, xj) = exp (−γ · ||xi − xj||2)

Kernel Sigmoide: k(xi, xj) = tanh (γ〈xi, xj〉+ r)

donde γ > 0 y r, d ∈ R. Lo anterior se puede adaptar de la siguiente forma:

minimizar
w,b,ξi

1
2

wTw + c ∑
i

ξi

sujeto a yi(wTφ(xi) + b) ≥ 1 − ξi

ξi ≥ 0

(2.15)

donde φ : Rd → Rd′ es una función que mapea un vector a otra dimensión y k(xi, xj) =

φ(xi)
Tφ(xj) denota al kernel.

2.5.2. Máquinas de Vectores de Soporte para el Caso Multiclase

Originalmente, las MVS se plantearon considerando un modelo de clasificación bina-
ria, es decir, solo separan dos clases. Múltiples enfoques se han considerado para extender
el algoritmo para el caso de clasificación multiclase. Se consideran dos formas de atacar
el problema: uno contra todos y uno contra uno [122].

El enfoque uno contra todos [122] construye k modelos de MVS, uno para cada clase
considerada. El i-ésimo modelo considera la i-ésima clase y sus elementos como la clase
positiva y las k − 1 clases restantes se consideran como las negativas. Dado el conjunto
de datos (x1, y1), ..., (xn, yn) donde yj ∈ {1, ..., k} es la clase del vector xj, la i-ésima MVS
resuelve el siguiente problema:

minimizar
w,b,ξ j

i

1
2
||wj||2 + C

L

∑
i=1

ξ
j
i

sujeto a (wj)T · φ(xi) + bj ≥ 1 − ξ
j
i si yj = i

(wj)T · φ(xi) + bj ≤ −1 + ξ
j
i si yj 6= i

ξ
j
i ≥ 0

(2.16)

Al resolver la Eq.(2.16) se tienen k funciones de decisión:

(w1)Tφ(x) + b1

...

(wk)Tφ(x) + bk
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Se dice que un vector desconocido x pertenece a la clase con el mayor valor en la
función de decisión:

y = argmax
j=∈{1,...,k}

(wj)Tφ(x) + bj. (2.17)

El segundo método es llamado el enfoque de clasificación uno contra uno. Dicho
enfoque construye k(k − 1)/2 clasificadores donde cada uno se entrena con información
de dos clases. Considerando los datos de la clase i y la clase j, se resuelve el siguiente
problema [122]:

minimizar
wjk,bjk ,ξ jk

i

1
2
||wjk||2 + C

L

∑
i=1

ξ
jk
i

sujeto a (wjk)T · φ(xi) + bjk ≥ 1 − ξ
jk
i si yi = j

(wjk)T · φ(xi) + bjk ≤ −1 + ξ
jk
i si yj = k

ξ
jk
i ≥ 0

(2.18)

Hsu y Lin [122] deciden usar la siguiente estrategia basada en votos: si sign((wij)Tφ(x)+
bij) dice que x pertenece a la i-ésima clase, se suma un voto a esa clase. Si dice que perte-
nece a la clase j entonces se da el voto a la clase j. La clase que se elige para x es aquella
que tenga más votos.

2.5.3. Máquinas de Vectores de Soporte Sensible a Costos

Cuando se trabaja con conjuntos de datos no balanceados, es decir, aquellos donde una
clase se encuentra con mayor representación que otra [123], existen diversas maneras para
mitigar el efecto negativo que estos pueden causar en los modelos de aprendizaje. Una
forma es utilizar aprendizaje sensible a costos (cost-senstive learning), una modificación
a nivel algorítmico que supone costos de clasificación errónea asimétricos entre clases,
que generalmente se realiza definiendo una matriz de costos [124] o un vector [125] que
afecta la función de pérdida. En particular, una variación del vector de costos como se
especifica en el paquete Scikit-learn3 se adopta, donde cada componente del vector de
costos v se define como:

vi =
n

nc · ni
(2.19)

donde vi es el costo ponderado asociado a i-ésima clase, n representa el número de
muestras en el conjunto de datos D, nc representa el número total de clases y ni indica
el número de instancias en el conjunto de datos para la clase i.

Después, cada modelo se modifica considerando un enfoque de Costo de Error Dife-
rente (Different Error Cost) [126], adaptando el enfoque uno contra uno para el problema
de clasificación multiclase de la MVS con margen suave de la siguiente manera:

3https://scikit-learn.org/stable/modules/generated/sklearn.utils.class_weight.compu-
te_class_weight.html

https://scikit-learn.org/stable/modules/generated/sklearn.utils.class_weight.compute_class_weight.html
https://scikit-learn.org/stable/modules/generated/sklearn.utils.class_weight.compute_class_weight.html
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minimizar
wjk,bjk ,ξ jk

i

1
2
||wjk||2 + vjC

|D|

∑
i|yi=j

ξ
jk
i + vkC

|D|

∑
i|yi=k

ξ
jk
i

sujeto a yi

(
(wjk)Tφ(xi) + bjk

)
≥ 1 − ξ

jk
i

ξ
jk
i ≥ 0

(2.20)

Como resultado, se crean un total de n(n − 1)/2 modelos de MVS, cada uno de los
cuales entrena dos clases j y k, j 6= k. En la Ecuación (2.20), φ(xi) representa el truco
del kernel y ξ

jk
i es la distancia del punto xi a su límite de margen correcto definido

por
(
(wjk)Tφ(xi) + bjk), siendo wjk un vector normal, bjk la intersección y yi la clase

correspondiente de xi.

2.6. Métricas de Evaluación
Para evaluar el desempeño del modelo de clasificación, se seleccionó un grupo de mé-

tricas para evaluar los datos haciendo énfasis en tratar el problema del desequilibrio entre
las clases. Un conjunto de datos se dice no balanceado cuando existen una desproporción
significativa entre el número de ejemplos de cada clase presente en el problema [127]. Es
decir, existen más elementos de una clase que de otras. La confiabilidad de la métrica de
exactitud (accuracy) se ve socavada por su tendencia a ofrecer una evaluación demasiado
optimista de la clase mayoritaria [128]. Por el contrario, se recomiendan métricas como
la precisión equilibrada (balanced accuracy), la medida F1 y el Coeficiente de Correlación
de Matthews (CCM) debido a su capacidad para abordar este problema [129]. A pesar
de la limitación mencionada anteriormente, la métrica de exactitud se incluye con el fin
de proporcionar un punto de comparación.

2.6.1. Exactitud Balanceada

La métrica de exactitud balanceada evita estimaciones de rendimiento infladas en
conjuntos de datos no balanceados. La definición adoptada para calcular esta métrica es
la proporcionada por el paquete Scikit-learn4:

exactitud balanceada(y, ŷ, w) =
1

∑ ŵi
∑

i
1(ŷi = yi)ŵi (2.21)

donde yi es el valor verdadero de la i-ésima clase, ŷi es el valor predicho y

ŵi =
wi

∑j 1(yj = yi)wj
(2.22)

es el peso de la muestra ajustado para el peso correspondiente 1(yj = yi) es la función
indicadora y, si ni es el número de elementos de la clase i en la muestra de tamaño n:

wi =
ni

n
(2.23)

4https://scikit-learn.org/stable/modules/model_evaluation.html#balanced-accuracy-score

https://scikit-learn.org/stable/modules/model_evaluation.html#balanced-accuracy-score
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2.6.2. Coeficiente de Correlación de Matthews

El CCM [130], una métrica de rendimiento originada en el campo de la bioinformática,
es una adaptación del coeficiente de correlación de Pearson para evaluar la correlación en
matrices de confusión [131]. Para el caso multiclase, si tk = ∑K

i Gik es el número de veces
que la clase k ocurrió verdaderamente, pk = ∑K

i Gki es el número de veces que se predijo
la clase k, c = ∑K

k Gkk es el número de muestras predichas correctamente y s = ∑K
i ∑K

j Gij
es el número total de muestras para una matriz de confusión G con K clases, la fórmula
es [132]:

CCM =
c · s − ∑K

k pk · tk√
(s2 − ∑K

k p2
k)(s

2 − ∑K
k t2

k)
(2.24)

A diferencia del caso binario, al aplicar el CCM para problemas multiclase, el mínimo
se encuentra en el rango de 0 a -1, y el máximo siempre es 1.

2.6.3. Medida F1

La medida F1 puede considerarse como una media armónica ponderada de las pun-
tuaciones de precisión (precision) y exhaustividad (recall) [133]. Para el caso binario, la
medida F1 se define como:

F1 = 2 · precisión · exhaustividad
·precisión + exhaustividad

(2.25)

Sin embargo, para el problema multiclase la definición cambia y existen distintas
versiones. La puntuación F1 se puede determinar mediante promedios micro, macro y
ponderados [134]. En este trabajo, se considera el promedio ponderado Fw

1 , que utiliza
la media de la puntuación F1 de cada clase mientras considera el número de ocurrencias
reales de la clase en el conjunto de dato, expresado de la siguiente manera:

Fw
1 =

1
∑l∈L |yl | ∑

l∈L
|yl |F1(yl , ŷl) (2.26)

donde yl es el conjunto de datos de la clase l, L es el conjunto de clases posibles y
F1(yl , ŷl) es la puntuación binaria F1 para la clase l.

Para comparar los resultados del modelo de clasificación, en este trabajo se elige la
puntuación CCM debido a sus ventajas como métrica de evaluación entre las tareas de
clasificación cuando se trabaja con conjuntos de datos no balanceados [135].
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Capítulo 3

Metodología

En este capítulo se presenta el marco metodológico diseñado para contestar las pre-
guntas que se plantean en la Sección 1.4. Primero, se presenta la forma de construir los
conjuntos de datos usados durante los experimentos. Después, se exponen los detalles del
modelo imagen y texto, las formas de fusión de información propuestas y se especifica
la forma de entrenamiento de los modelos. Finalmente, se muestran las consideraciones
adicionales que se toman en cuenta para cada experimento con cada conjunto de da-
tos, tales como modelos para análisis preliminares, estudios de ablación y exploración de
resultados.

3.1. Construcción de los Conjuntos de Datos
Los modelos de clasificación de imagen y texto necesitan datos para realizar su la-

bor. Considerando las necesidades detectadas en la literatura actual, mencionadas en la
Sección 1.4, se decidió construir dos conjuntos de datos mediante la API v2 de Twitter 1

(antes de que se convirtiera en X) para explorar el problema de clasificación multimodal:
el Multimodal Spanish Sentiment Analysis Impact Dataset (MSSAID) que trata sobre
eventos deportivos que involucran al boxeador Saúl “Canelo”Álvarez 2el Multimodal CO-
VID19 Mexico (MCOVMEX) sobre el COVID-19 en México.

En primer lugar, cada conjunto de datos debe conformarse de publicaciones que con-
tengan texto e imágenes que, por la plataforma de X, éstas últimas pueden ser de uno
a cuatro elementos visuales. Cabe mencionar que las imágenes pueden ser miniaturas de
videos en lugar del video mismo, si es que existe. Por otro lado, el esquema de etiquetado
considera cuatro categorías diferentes que reflejan el análisis de polaridad y detección de
spam deseado para el análisis de información multimodal:

+1 para un sentimiento positivo presente en un tuit, como lo son halagos, felicita-
ciones o análisis positivos.

-1 para un sentimiento negativo presente en el tuit, incluyendo burlas, insultos y
cualquier otra opinión o crítica negativa.

0 para un sentimiento neutral presente en un tuit. Por ejemplo, publicaciones cuyo
fin principal es informar los resultados del evento de manera objetiva o tuits que
redirigen a los usuarios a otras plataformas digitales que hablan sobre los eventos.

1https://developer.x.com/en/docs/x-api

https://developer.x.com/en/docs/x-api
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Tabla 3.1: Campos anotados de cada conjunto de datos y su correspon-
diente descripción.

Etiqueta Descripción

Sentimiento del texto Sentimiento del texto en el tuit.
Sentimiento de
Texto en Imagen

Sentimiento del texto que se considera
relevante dentro de una imagen.

Sentimiento de Imagen Sentimiento plasmado en cada imagen,
de forma individual.

Sentimiento General
de las Imágenes

Sentimiento expresado en conjunto por
todas las imágenes de un tuit.

Sentimiento General
del Tuit

Sentimiento de un tuit considerando
el texto y las imágenes que contiene.

Tabla 3.2: Información solicitada a la API v2 de Twitter para la cons-
trucción del conjunto de datos MCOVMEX antes de su clausura.

Campo Descripción

text Texto del tuit.

has:media Obtiene los elementos multimedia (imágenes). Entre 1 y 4
imágenes diferentes o una miniatura de video.

lang Idioma del tuit, en este caso, español.

place_country Especifica la ubicación para la recolección de los tuits. Se
solicita que sean de México.

tweet.fields Id del autor, fecha de creación y métricas públicas.
media.fields Enlace de cada imagen para su recuperación.
date Fechas para recuperar los datos

+2 para spam, contenido presente en redes sociales digitales que no habla sobre el
tema principal del conjunto de datos.

El esquema de anotación de cada conjunto de datos, resumido en la Tabla 3.1, etique-
ta diferentes aspectos de un tweet, permitiendo un análisis de los componentes de forma
individual y en conjunto, sus interacciones y el efecto de que generan las distintas modali-
dades en el sentimiento general de un tweet. De igual manera, los campos solicitados a la
API v2 de Twitter y su descripción se pueden consultar en la Tabla 3.2. Las etiquetas de
los datos consideradas en este trabajo son Text Sentiment (sentimiento del texto), Image
Sentiment (sentimiento de la imagen) y Overall Tweet Sentiment (sentimiento general
del tweet), donde este último campo es el objetivo principal del proceso de inferencia de
los modelos de clasificación multimodal.

Para la anotación del conjunto de datos, se usaron todos los tuits anotados utilizando
una estrategia de anotación cruzada con tres anotadores [136]. Dos anotadores trabajaron
con los tuits en cuestión para después discutir con un tercero cualquier divergencia sobre
la etiqueta asignada a cualquiera de los campos. De esta manera, se llega a un acuerdo
para conservar toda la información del conjunto de datos y evitar discrepancias en los
resultados que se presentan en el Capítulo 4.
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Figura 3.1: Diagrama general del método para trabajar con imágenes
y texto propuesto para la tarea de análisis de sentimientos multimodal.

Fuente: elaboración propia.

3.2. Modelo Imagen y Texto
Para realizar análisis de sentimientos multimodal, el estudio propone un marco de

trabajo que incorpora y fusiona información en forma de texto, texto incrustado en
imágenes y múltiples imágenes para determinar el sentimiento final de una publicación
de X. El enfoque que se adopta para lograr este objetivo es procesar cada información
por separado y fusionarlas mediante un método propuesto, como se puede observar en
la Figura 3.1. En primer lugar, se extraen características de las distintas modalidades
por separado mediante el ajuste de modelos vastos de lenguaje preentrenados basados
en Transformer usando los conjuntos de datos disponibles, en particular las etiquetas
de sentimientos relevantes, para entrenar los módulos de texto e imágenes. Después,
el módulo de fusión se encarga de mejorar las representaciones individuales de cada
modalidad al juntarlas y agregarlas por medio de uno de dos métodos de fusión de
información: fusión por suma y fusión por codificador. Finalmente, el sentimiento final de
cada publicación se obtiene al usar la representación multimodal unificada como entrada
en una Máquina de Vectores de Soporte sensible al costo.

3.2.1. Extracción de Características en Textos

La extracción de características para la modalidad de texto se efectúa en un proceso
que involucra dos pasos. En primer lugar, se ajusta (fine-tune) el modelo base de BETO,
la versión en español de BERT, para después representar el texto de las publicaciones
y generar las características correspondientes. En específico se puede ajustar la versión
capitalizada2 o sin capitalizar3 de BETO, usando únicamente los textos de los tuits.

Sea ST = {w1, w2, . . . , wm} una secuencia de palabras que pertenecen a un elemento
del conjunto de datos D y m es la longitud máxima admitida por BETO. Cada palabra
se convierte en tokens y se transforma en un vector denso en función de su tipo de token.
Luego, las características del texto Ftext se extraen mediante el mapeo de cada token en
un embedding de tamaño 768 mediante el modelo ajustado.

2https://huggingface.co/dccuchile/bert-base-spanish-wwm-cased
3https://huggingface.co/dccuchile/bert-base-spanish-wwm-uncased

https://huggingface.co/dccuchile/bert-base-spanish-wwm-cased
https://huggingface.co/dccuchile/bert-base-spanish-wwm-uncased
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Ftext = [et
0, et

1, et
2, . . . , et

Nt
]T ∈ RNt+1×d (3.1)

En la Ecuación (3.1), et
j, j ≥ 1, representa al embedding del j-ésimo token del texto

de entrada (indicado por el superíndice t) tokenizado, d es la dimensión de salida de los
embeddings generados por BETO, que en este caso es 768, y Nt es el número variable de
tokens de la secuencia ST. Cabe recordar que los modelos basados en BERT como BETO
utilizan tokens especiales para indicar tareas especiales como el token [CLS] en et

0, el cual
resulta ser útil para la tarea de clasificación.

3.2.2. Extracción de Características en Imágenes

Para la extracción de características en imágenes se sigue una idea similar que para el
caso de texto al ajustar modelos preentrenados para clasificación de imágenes. La selec-
ción del modelo se centra en Vision Transformer, un modelo con una arquitectura similar
a BERT que utiliza únicamente el codificador del Transformer para realizar la tarea de
clasificación de imágenes. Cada imagen SI del conjunto de datos D, SI ∈ RH×W×C entra
al modelo de ViT para ser ajustado y generar embeddings Fim para las imágenes.

Fim = [eim
0 , eim

1 , eim
2 , . . . , eim

Nim
]T ∈ RNim+1×d (3.2)

En la Ecuación (3.2), eim
j , j ≥ 1, representa el embedding contextual del j-ésimo parche

de la imagen (indicado por el superíndice im) de la secuencia de imágenes aplanadas, d
es la dimensión de salida (también 768) y Nim es el número de tokens de la secuencia de
parches. De manera similar a BETO, ViT considera el token especial [CLS] en la posición
eim

0 .
La principal ventaja de usar ViT sobre otros modelos para la clasificación de imágenes

es el uso del token [CLS] en la arquitectura, el cual se usa posteriormente en el marco
de trabajo. Además, ViT emplea la misma idea para procesar la secuencia de vectores
utilizando un codificador Transformer como BERT, generando embeddings del mismo
tamaño. El modelo base de ViT empleado para el ajuste es el modelo google/vit-base-
patch16-224-in21k4. Sin embargo, se contrasta además con otros modelos. Es particular,
se eligen para esta tarea ResNet [137] (resnet-505) y vit-base-patch16-2246.

3.2.3. Detección de Texto en Imágenes

Como se muestra en el diagrama de la Figura 3.1, es posible que algunas imágenes
contengan texto incrustado en ellas. En este trabajo, se explora el efecto de incluir el
análisis de tales dinámicas intermodales entre el texto de las imágenes y los demás ele-
mentos de una publicación ya que puede proveer información adicional y contribuir a la
tarea de determinar de manera más certera el sentimiento de una publicación.

Con este fin, se entrena un modelo de detección de texto en imágenes. En primer lugar,
se entrena un primer modelo para delimitar regiones de interés que contienen texto en
imágenes. En este caso, se utiliza la red neuronal profunda para detectar objetos You
Only Look Once (YOLO) v8, una arquitectura de detección de objetos rápida y precisa

4https://huggingface.co/google/vit-base-patch16-224-in21k
5https://huggingface.co/microsoft/resnet-50
6https://huggingface.co/google/vit-base-patch16-224

https://huggingface.co/google/vit-base-patch16-224-in21k
https://huggingface.co/microsoft/resnet-50
https://huggingface.co/google/vit-base-patch16-224
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Figura 3.2: Ejemplo de una posible salida del sistema de detección de
texto en imágenes para una imagen prototipo. Fuente: realización propia.

propuesta originalmente por Redmon et al. [138]. Dado que la tarea de identificar texto
en una imagen es similar a la de detección de objetos realizada por YOLO, podemos
aplicar la técnica de transfer learning para ajustar el modelo a nuestros datos.

El modelo de detección de regiones de texto se ajusta con un conjunto de 471 imáge-
nes recolectadas manualmente de redes sociales que contienen texto en español, similar al
formato de los memes7. Primero, las regiones de texto en la imagen se etiquetan manual-
mente para determinar las coordenadas del cuadro que delimita cada región de interés
para cada imagen usando la herramienta de etiquetado de imágenes de Roboflow8. Luego,
las coordenadas del cuadro delimitador se envían al modelo de YOLO v8 para ajustar
sus parámetros utilizando el módulo de entrenamiento de Ultralytics9 en Python 3. Cabe
mencionar que se realiza un aumento de datos sobre las imágenes aplicando diferentes
transformaciones para alcanzar un total de 1027 imágenes, entre ellas, traslación, rota-
ción, voltear, recortar, cambio de colores y ruido sal y pimienta. La Figura 4.9 muestra
un ejemplo de una posible salida del módulo de detección de texto.

Una vez que se detecta una región que contiene texto, las coordenadas del cuadro
de esta se utilizan para crear una subimagen que se envía al motor de reconocimiento
óptico de caracteres (ROC) para extraer el texto identificado y guardarlo como texto
plano. En este trabajo, se emplea el motor de easyOCR10 sin entrenamiento adicional
dado su buen rendimiento durante experimentos previos con el idioma español. Luego,
cualquier texto extraído se maneja como si fuera texto de una publicación, donde sus
características se extraen utilizando el modelo BETO ajustado, como se explica en la
Sección 3.2.1, generando el vector Ftextim .

3.2.4. Aumento de Datos en Texto

Trabajar con conjuntos de datos desequilibrados puede llevar a que el modelo se ses-
gue y únicamente prediga la clase más representada. Por lo tanto, surge la necesidad de
mitigar este problema ya sea a nivel algoritmo, como se hace con la MVS con penaliza-
ción, o con los datos [125]. Aumentar datos permite atacar el problema del desequilibrio

7https://universe.roboflow.com/canelo-q9gl8/textfinder-qhjhx
8https://roboflow.com/
9https://github.com/ultralytics/ultralytics

10https://github.com/JaidedAI/EasyOCR

https://universe.roboflow.com/canelo-q9gl8/textfinder-qhjhx
https://roboflow.com/
https://github.com/ultralytics/ultralytics
https://github.com/JaidedAI/EasyOCR
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entre clases y también aliviar, hasta cierto punto, el problema de los conjuntos de datos
pequeños. En particular, cuando se aplica a texto, el aumento de datos ha permitido
mejorar el rendimiento de modelos de aprendizaje [139]. Algunas técnicas comunes para
aumentar datos incluyen sustituir palabras por sinónimos, cambiar el orden de palabras
al azar e inclusive insertar palabras nuevas [140].

Las técnicas que se adoptan en este trabajo incluyen sustituir adjetivos y sustantivos
por sinónimos mediante la versión en español de Wordnet11, disponible en NLTK12;
además, se elige como opción adicional la técnica de back translation: se parte del idioma
objetivo (en este caso, español) y se traduce n veces a un idioma aleatorio para que, al
final, se vuelva a traducir de vuelta al idioma original con el fin de modificar el documento
original. El método propuesto incluye elegir una forma de aumento de datos al azar para
cada documento (sinónimo o back translation) y se específica cuantas veces se busca
aumentar el conjunto de datos.

3.2.5. Fusión de Información

La idea de fusionar la información de distintas modalidades previo al paso de cla-
sificación sigue el concepto de mejorar las representaciones finales de la información en
conjunto para así mejorar el rendimiento de los modelos de aprendizaje [107]. Para este
proceso se proponen dos técnicas distintas y exclusivas para capturar dos paradigmas
contrastantes de fusión: la fusión por suma y la fusión por codificador.

Fusión por Codificador

La primera técnica propuesta, denominada fusión por codificador, fusiona la infor-
mación de las diferentes modalidades utilizando un bloque codificador del Transformer,
como se observa en la Figura 3.3. La idea principal detrás de esta técnica es que, al
mirar una publicación como un tuit, analizamos cada modalidad presente de manera
secuencial. Es decir, primero se obtiene información de, por ejemplo, el texto, se procede
a observar la imagen y cualquier posible elemento en ella para finalmente generar una
opinión o determinar un sentimiento a partir de las diversas piezas de información dispo-
nibles. Dado que este proceso se modela como una secuencia de pasos, justificamos el uso
de la estructura del codificador del Transformer ya que modela principalmente entradas
secuenciales. Para realizar esta técnica de fusión y obtener el vector de representación
fusionado Fenc, utilizamos los vectores generados Ftext, Fim y Ftextim a partir de los modelos
previamente ajustados.

Para empezar, se concatenan los vectores Ftext, Fim y Ftextim en un nuevo vector Ztextim

siguiendo un conjunto de reglas. Para permitir escenarios más generales, se adopta la
idea de que las imágenes complementan la modalidad principal de información, que es
el texto en este trabajo. Por lo tanto, solo se mantiene el token [CLS] presente en Ftext,
descartando los de las imágenes o el texto en imágenes. La decisión se toma porque no
todos los elementos del conjunto de datos tienen imágenes disponibles en el momento de
su uso. Por ejemplo, si un punto de datos contiene texto, dos imágenes y el módulo de
detección de texto extrae dos regiones de texto, la operación resultante es la siguiente:

11https://wordnet.princeton.edu/
12https://www.nltk.org/howto/wordnet.html

https://wordnet.princeton.edu/
https://www.nltk.org/howto/wordnet.html
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Figura 3.3: Diagrama que muestra la estrategia de fusión por codifica-
dor para tres elementos entrantes al sistema y su salida correspondiente.

Fuente: elaboración propia.

Ztextim = [et
0, et

1, . . . , et
Nt

, eim1
1 , . . . , eim1

Nim1
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1 , . . . , eim2
Nim2

,

e
tim1
1 , . . . , e

tim1
Ntim1

, e
tim2
1 , . . . , e

tim2
Ntim2

]
(3.3)

En la Ecuación (3.3), los superíndices t corresponden a los embeddings del texto
(Ftext), im1 e im2 indican los embeddings de la primera (Fim1) y la segunda (Fim2) imagen,
respectivamente, sin el primer elemento del vector. Además, los superíndices tim1 y tim2

indican los embeddings del primer (Ftextim1
) y el segundo (Ftextim2

) texto en imagen detec-
tados. De forma general para cualquier cantidad de elementos nt de textos, nim imágenes
y ntim elementos de texto extraídos de imágenes:

Ztextim =
∥∥∥nt

i=1

∥∥∥nim

j=1

∥∥∥ntim

k=1
Ftexti Fimj\1Ftextimk

\1 (3.4)

donde ‖ es el operador de concatenación, Fimj\1 representa el embedding de la j-ésima
imagen sin el primer elemento del vector y Ftextimk

\1 representa el embedding del k-ésimo
texto de imagen sin el primer elemento del vector.

El nuevo vector Ztextim se emplea como elemento de entrada para el bloque del co-
dificador del Transformer, para obtener la representación fusionada de las modalidades
Fenc. Por último, el nuevo token [CLS] generado por este bloque, ubicado al inicio de la
secuencia de salida, se utiliza como entrada para el método de clasificación.

Fusión por Suma

La segunda técnica para fusionar información, denominada fusión por suma, crea
un único vector de características Fsum sumando cada token [CLS] de cada modalidad,
ilustrado en la Figura 3.5. Dado que todas las características se extraen utilizando arqui-
tecturas basadas en Transformer, el tamaño de los vectores de embeddings es el mismo
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Figura 3.4: Diagrama que muestra la estrategia de fusión por suma para
tres elementos entrantes al sistema y su salida correspondiente. Fuente:

elaboración propia.

para todos esos tokens. Por lo tanto, es posible realizar una suma usando los vectores
disponibles Ftext, Fim y Ftextim . Por ejemplo, si un tuit tiene texto y dos imágenes, donde
una de ellas contiene texto incrustado, el marco de trabajo extraerá un total de cuatro
embeddings que se suman para formar el vector de características final, como se explica
en la Ecuación (3.5):

Stextim = et
0 + eim1

0 + eim2
0 + e

tim1
0 (3.5)

y de forma general:

Stextim =
nt

∑
i=1

eti
0 +

nim

∑
j=1

e
imj
0 +

ntim

∑
k=1

e
timk
0 (3.6)

El nuevo vector resultante del proceso se alimenta al algoritmo de clasificación para
inferir el sentimiento general de un tuit.

3.2.6. Modelo de Clasificación

El modelo de clasificación que se considera en el Modelo Imagen y Texto es una
Máquina de Vectores de Soporte con aprendizaje sensible al costo, como se especifica en
la Sección 2.5.3.

3.3. Definición del Problema
En la Sección 1.4 se plantearon las preguntas de investigación que motivan la presente

investigación. A continuación, se presenta una definición formal del problema que aborda
el trabajo.

Definición 5 (Planteamiento del Problema) Dada una publicación ρ, se busca sus
características textuales Ftext, sus características Fim de las imágenes SI, donde I =
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Figura 3.5: Esquema de los pasos adicionales que se requieren y se llevan
a cabo para el entrenamiento del modelo propuesto de imagen y texto.

Fuente: elaboración propia.

{1, 2, . . . , k} y las características de texto en imágenes Ftextim , para definir una función de
predicción:

f (ρ) = f (F(Ftext, Fim, Ftextim)) = sentimiento(ρ) (3.7)

En la Ecuación 3.7, F representa el mecanismo de fusión multimodal (Fenc o Fsum) y
sentimiento(ρ) ∈ {−1, 0,+1,+2} designa la clase asignada a cada publicación.

3.4. Detalles Sobre el Entrenamiento del Modelo Imagen y
Texto

El flujo de trabajo que consolida la idea del modelo de imagen texto ilustrado en la
Figura 3.1 consta de los pasos descritos anteriormente en la Sección 3.2. Sin embargo,
existen una serie de pasos técnicos que deben llevarse a cabo para que el modelo de
imagen y texto propuesto se pueda desarrollar de manera satisfactoria. Tales pasos se
muestran en la Figura 3.5 y se describen con más detalle a continuación.

3.4.1. Ajuste de los Modelos Base

Los modelos base de BETO y ViT se ajustan con la biblioteca Transformers13 de
Hugging Face14 [141] con Python 3 utilizando el modelo Sequence Classification con cua-
tro clases (positivo, negativo, neutro y spam). La etiqueta de clase objetivo que se usa
para ajustar el modelo base de texto e imágenes es el sentimiento general del tuit. La
métrica de rendimiento monitoreada durante el entrenamiento es el CCM. Cada modelo

13https://huggingface.co/docs/transformers/index
14https://huggingface.co/

https://huggingface.co/docs/transformers/index
https://huggingface.co/
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se entrena 100 epochs con detención temprana y 10 epochs de tolerancia para evitar el
sobreajuste, una tasa de aprendizaje de 2−5 para evitar modificar demasiado los paráme-
tros originales de las redes originales y un tamaño de batch de 4. Durante el proceso de
entrenamiento, un 10 % adicional de los datos, tomados del conjunto de entrenamiento,
se reserva para el conjunto de validación necesario en el proceso.

3.4.2. Ajuste de Hiperparámetros para la Fusión por Codificador

Es importante recalcar que, para el método de fusión por codificador, se deben de
ajustar una serie de hiperparámetros adicionales que se originan al usar los bloques de
codificador del Transformer para fusionar los datos. A saber, se necesita encontrar el
mejor número de capas de codificadores y el número de cabezales por capa. Para el
hiperparámetro de número de cabezales, este debe dividir a la dimensión del embedding
entrante. Aunque para el número de capas no existe limitación alguna, el número máximo
se limita a cinco dado que la carga computacional de los experimentos se vuelve un
componente crítico y se vuelve imposible obtener resultados de ciertas combinaciones de
hiperparámetros. Para obtener estos resultados, se realiza una malla de búsqueda para
las distintas combinaciones de cabezales y capas posibles considerando el tamaño del
embedding entrante.

3.4.3. Entrenamiento y Evaluación del Modelo

El conjunto de datos se divide en dos partes: un conjunto de entrenamiento y un
conjunto de prueba en una proporción de 90/10, respectivamente. Esta proporción se
elige para permitir que los modelos de clasificación aprendan con la mayor cantidad de
datos posible dada la limitante del tamaño de los mismos. Cada modelo se entrena con el
conjunto de entrenamiento. Por otro lado, el conjunto de prueba se emplea para evaluar
su rendimiento, comparar los resultados entre modelos y elegir el mejor de ellos. Para
entrenar los modelos de clasificación, se tuvo acceso a una computadora con las siguientes
especificaciones: Windows 10 de 64 bits, procesador Intel Xeon W-2295 3.00 GHz, 64 GB
de memoria RAM y una tarjeta gráfica RTX A4000 de 16 GB.

Se entrenan los modelos de clasificación mediante validación cruzada con 10 pliegues
usando el conjunto de entrenamiento. Para determinar el mejor conjunto de parámetros,
se utiliza una malla de búsqueda en la que se consideran secuencias de crecimiento expo-
nencial de C y γ con un kernel de función de base radial (FBR) [142]. Específicamente,
C = 2kC y γ = 2kγ , donde kC ∈ [−5, 16] y kγ ∈ [−15, 4]. El rango de parámetros se selec-
ciona empíricamente debido a la tendencia de γ de adoptar valores pequeños, mientras
que C puede seguir valores más grandes.

El proceso de búsqueda de los mejores parámetros considera una primera iteración
para acercar los valores iniciales de C y γ, para después refinar la exploración en repeti-
ciones subsecuentes examinando la vecindad de los parámetros encontrados en la última
salida considerando una ventana de 0.25/2n tanto para kγ como para kC, donde n ∈ N

corresponde a la iteración adicional en curso. Este proceso se repite hasta que se alcanza
un umbral de tolerancia en el CCM de 1 × 10−4. El valor de tolerancia se selecciona en
función de su impacto en el tiempo de entrenamiento de los modelos, ya que el aumento
de iteraciones requeridas afecta su duración. Finalmente, las métricas de evaluación para
todo modelo se obtienen utilizando el mejor modelo entrenado con validación cruzada
con los parámetros optimizados.
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Para evaluar los modelos de clasificación se consideran las siguientes métricas de eva-
luación para contrastar los resultados: coeficientes de correlación de Matthews, exactitud
balanceada, medida F1 y exactitud, donde el CCM es el que se utiliza para vigilar los
entrenamientos de los modelos, como se definen en la Sección 2.6.

Cabe resaltar que, durante el ajuste que se realiza a los modelos base BETO y ViT
con el texto e imágenes, respectivamente, cada modelo genera su propio error y se opti-
miza para reducirlo. En cambio, el codificador del Transformer empleado para fusionar
las características del texto e imágenes de las publicaciones, ilustrado en la Figura 3.1,
no se ajusta con el error generado después de fusionar los datos y alimentar dicha re-
presentación a la MVS. La única parte que se entrena y ajusta al error de salida en el
modelo multimodal propuesto es el algoritmo de clasificación.

3.5. Pasos Adicionales: Multimodal Spanish Sentiment Analy-
sis Impact Dataset

3.5.1. Modelo Preliminar para Análisis Multimodal

Aunque el marco del trabajo descrito en la Sección 3.2 explica el proceso principal
al que se someten los datos de imágenes y texto de publicaciones de redes sociales en
esta investigación, durante el trabajo con el MSSAID se realizaron trabajos adicionales
con métodos alternativos con la finalidad de construir distintas técnicas de clasificación
y llegar a la base del modelo propuesto.

En primer lugar, se construyó un primer esquema de clasificación multimodal bajo la
premisa de considerar el mejor rendimiento posible del módulo de etiquetado de senti-
mientos de imágenes. Con este fin, se aprovechan los campos de sentimientos etiquetados
manualmente de las imágenes como si fueran los valores de salida del módulo y evitar
instancias mal clasificadas, como se observa en la Figura 3.6. Los valores que se manejan
son la polaridad general del sentimiento de las imágenes.

Para el caso del texto se consideran métodos clásicos como Bolsa de Palabras y Term
Frequency - Inverse Document Frequency (TF-IDF) con combinaciones de unigramas
(1-gramas) y bigramas (1-2-gramas); y unigramas, bigramas y trigamas (1-3-gramas). La
razón para seleccionar estos modelos es que son un buen punto de partida para la investi-
gación principalmente por su simplicidad y facilidad de uso. El paso de preprocesamiento
y procesamiento de texto se implementa con NLTK 3.7 en Python 3.8.9, mientras que
para la extracción de embeddings con Bolsa de Palabras y TF-IDF, se usa Scikit-learn.

También se incorporan el procesamiento de emojis ya que son una forma de conteni-
do ampliamente adoptada y utilizada por los usuarios en varios sitios de redes sociales
digitales [143]. Para incorporarlos al flujo de trabajo, se tiene en cuenta un enfoque que
consiste en traducir cada emoji a su equivalente en español dentro del texto con la ayuda
de la biblioteca de Python, Emoji15. De esta manera, se extraen características usando
n-gramas con los emoticones, como se explicó anteriormente.

Similar al modelo principal, se extrae texto de las imágenes mediante una variación de
YOLO v3 [144] entrenada usando la idea de transfer learning y los mismos principios que
se explicaron en la Sección 3.2.3. Para realizar transfer learning, YOLO v3 se entrenó con

15https://github.com/carpedm20/emoji/
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Figura 3.6: Diagrama general que muestra el primer proceso de clasifi-
cación multimodal que considera directamente las etiquetas de los senti-
mientos de las distintas modalidades de la información disponible. Fuente:

elaboración propia.

Keras 2.8.0 y Tensorflow 2.8.0. El procesamiento de imágenes se realiza con scikit-image
0.19.2 [145].

Para fusionar la información obtenida de las distintas modalidades se concantenan
las características del texto y la etiqueta del sentimiento general de la imagen. El texto
obtenido de los emojis, así como el texto obtenido de las imágenes, se agrega al texto
del tweet, de modo que toda esa información se procesa en conjunto durante el paso
de procesamiento del texto. Finalmente, el algoritmo de clasificación utilizado es una
MVS sensible a costos con kernel de función de base radial, una optimización de pará-
metros similar a la explicada en la Sección 3.2.6 y la métrica que se vigila es la exactitud
balanceada.

3.5.2. Métodos de Comparación

Para comparar los resultados del Modelo de Imagen y Texto propuesto con los dis-
tintos métodos de fusión, se decidió usar un modelo representativo en la literatura para
la clasificación multimodal que involucra imágenes y texto. Contrastive Language Image
Pretraining [146] (CLIP) es un modelo de red neuronal que asocia imágenes y descrip-
ciones de texto en inglés mediante aprendizaje contrastivo. La particularidad de CLIP
es que permite comprensión intermodal, permitiendo tareas como la clasificación de imá-
genes en función de descripciones textuales y viceversa, aprovechando un único modelo
para tareas multimodales. A pesar de su popularidad, tiene una representación limita-
da en español. Por este motivo, se emplea una versión multilingüe de CLIP [147] con
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capacidad para trabajar con español, entre otros idiomas. El modelo seleccionado es
sentence-transformers/clip-ViT-B-32-multilingual-v116.

Dado que CLIP solo puede manejar una imagen a la vez, se adapta su uso para
comparar sus resultados contra aquellos obtenidos por los métodos propuestos. En primer
lugar, se usa el mismo codificador de texto e imágenes que sugiere el modelo de CLIP
mencionado anteriormente para generar los embeddings correspondientes para textos e
imágenes. Para permitir una comparación justa, los embeddings generados por CLIP
multilingüe se utilizan de la misma manera que los embeddings generados por BETO y
ViT en la fusión por codificador y suma. En particular, para el enfoque de fusión por
codificador, el token [CLS] se inicializa aleatoriamente antes de agregarlo al comienzo de
la incrustación, siguiendo la misma idea que en los modelos de la familia BERT. Cabe
mencionar que el tamaño del embedding generado por CLIP multilingüe es de 512.

Finalmente, el modelo de CLIP multilingüe se compara con los modelos base de BETO
y ViT (sin ajustar) y los modelos ajustados de BETO y ViT.

3.5.3. Estudios de Ablación, Análisis Visual y Análisis de Error

Los estudios de ablación son experimentos diseñados para evaluar la importancia
de diferentes componentes de un modelo eliminándolos y observando el impacto en el
rendimiento [148] de, en este caso, los modelos de clasificación multimodal. Se utilizan
para comprender mejor qué partes del modelo son esenciales para su funcionamiento
y cómo contribuyen al desempeño general del mismo. Algunos componentes que suelen
estudiarse son las características del modelo, arquitecturas de algoritmos y parámetros
específicos para determinar su impacto.

Los estudios de ablación comprendidos en este experimento incluyen el estudio de
la contribución de distintas modalidades de la información considerada en el modelo de
clasificación multimodal. Es decir, ¿cómo afecta la incorporación del texto en imágenes
y las imágenes al rendimiento de los modelos considerados y los esquemas de fusión
de información? En segundo lugar, se efectúa un análisis del impacto del número de
imágenes que se incorporan al modelo de clasificación multimodal. En otras palabras,
¿qué le sucede al rendimiento del clasificador cuando se usa una, las primeras dos, las
primeras tres o todas las imágenes disponibles?

Además de los estudios de ablación se procede a visualizar la calidad de los embed-
dings generados por los métodos de fusión (suma y codificador). Con este fin, se realiza la
proyección en dos dimensiones de los embeddings originales generados por CLIP, BETO
+ ViT base y BETO + ViT ajustados mediante Uniform Manifold Approximation and
Projection (UMAP) [149]. La visualización de los clústeres generados por las proyeccio-
nes ofrece información valiosa sobre los diferentes modelos, especialmente al ser capaz de
observar la facilidad para separar las clases y las posibles debilidades de los marcos para
la tarea de análisis de sentimientos multimodales.

El análisis de error considera análisis cualitativo de los errores generados por el mejor
clasificador multimodal obtenido para detectar debilidades y posibles oportunidades.

16https://huggingface.co/sentence-transformers/clip-ViT-B-32-multilingual-v1

https://huggingface.co/sentence-transformers/clip-ViT-B-32-multilingual-v1
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3.6. Pasos Adicionales: Multimodal COVID19 Mexico
Con este conjunto de datos se siguió el marco de trabajo descrito en la Sección 3.2 con

algunos pasos adicionales que se eligieron al tomar en cuenta los resultados de los expe-
rimentos con el conjunto de datos MSSAID, además de agregar una tarea de exploración
de datos usando los datos anotados para todo el conjunto de datos MCOVMEX.

3.6.1. Pasos Adicionales

Gracias a los resultados de los estudios de ablación llevados a cabo con el conjunto
de datos MSSAID, se optó por evaluar el impacto de agregar determinado número de
imágenes a los modelos de imagen y texto como un hiperparámetro adicional del modelo.
En otras palabras, para ambas modalidades de fusión, se evaluó el desempeño de los
clasificadores al considerar la primera, las primeras dos, las primeras tres y todas las
imágenes existentes en las publicaciones, si es que las hay, desde un inicio. Además, para
el paso de ajuste del modelo base para representación de las imágenes, se consideran
modelos adicionales para su contraste. En específico, se descarta ResNet y se sustituye por
Swin Transformer [150]. Los modelos considerados incluyen swin-tiny-patch4-window717,
swin-base-patch4-window7-22418 y swinv2-tiny-patch4-window16-25619. Adicionalmente,
no se contrastan los modelos contra CLIP multilingüe y no se aumentaron los datos (texto
ni imágenes).

3.6.2. Exploración de Datos

La exploración de datos se realiza con el fin de descubrir información latente en el
conjunto de datos una vez que se logró estructurar y agregar parte de su información. En
este caso, el proceso de agregación se lleva a cabo al etiquetar todos los tuits (no sólo los
que conforman el conjunto de entrenamiento) usando el mejor clasificador encontrado al
entrenar el modelo de aprendizaje usando el método de análisis multimodal de imagen y
texto propuesto. Dicha separación de mensajes según su polaridad permite inspeccionar
el discurso que se lleva a cabo en las publicaciones en cada categoría.

3.7. Resumen Final
Para concluir esta sección se incluye un pequeño resumen, expuesto en la Tabla 3.3,

sobre qué es lo que se realiza con cada conjunto de datos para resaltar sus diferencias y lo
personalizable que resulta ser el marco de trabajo propuesto para trabajar con distintos
datos según se necesite. Cabe resaltar la cantidad de caminos disponibles al aplicar la
metodología presentada en este capítulo, especialmente al decidir si se realiza o no un
paso en particular, o los modelos usados para representar cada modalidad. Lo anterior
permite personalizar y adaptar cada proyecto según se necesite. Además, no dependen
de un conjunto de datos en particular: se pueden usar para elementos que tengan texto
y cualquier número de imágenes.

17https://huggingface.co/microsoft/swin-tiny-patch4-window7-224
18https://huggingface.co/microsoft/swin-base-patch4-window7-224-in22k
19https://huggingface.co/microsoft/swinv2-tiny-patch4-window16-256

https://huggingface.co/microsoft/swin-tiny-patch4-window7-224
https://huggingface.co/microsoft/swin-base-patch4-window7-224-in22k
https://huggingface.co/microsoft/swinv2-tiny-patch4-window16-256
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Tabla 3.3: Comparación de diferencias metodológicas llevadas a cabo
entre el conjunto de datos MSSAID y el MCOVMEX.

MSSAID MCOVMEX

Modelos de imagen
vit-base-patch16-224-in21k
vit-base-patch16-224
resnet-50

vit-base-patch16-224-in21k
vit-base-patch16-224
vit-tiny-patch16-224
swin-tiny-patch4-window7-224
swin-base-patch4-window7-224
swinv2-tiny-patch4-window16-256

Modelos de texto bert-base-spanish-wwm-cased
bert-base-spanish-wwm-uncased

bert-base-spanish-wwm-cased
bert-base-spanish-wwm-uncased

¿Aumento de texto? Sí No
¿Aumento de imágenes? No No

Métodos de comparación CLIP multilingüe, modelos base y
ajustados No

Hiperparámetros
fusión por codificador

CLIP multilingüe, modelos base y
ajustados

Modelos ajustados +
número de imágenes

Estudios de ablación Impacto de modalidades y efecto
de número de imágenes en modelos No

Análisis visual CLIP multilingüe, modelos base y
ajustados Mejor modelo

Análisis de error Sí Sí

Finalmente, muchos de los módulos que componen el modelo de imagen y texto
se originaron como productos del trabajo realizado en el proyecto Imagen de México
vinculado al proyecto de posgrado. Para su consulta, se puede dirigir al Apéndice D.
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Capítulo 4

Resultados y Análisis

En este capítulo se presentan y discuten los resultados obtenidos en los diversos
experimentos llevados a cabo con el modelo de imagen y texto propuesto en la Sección 3.2.
En particular, se presentan los conjuntos de datos que se utilizan para los experimentos
principales y una breve discusión de ellos. Además, se comparten los resultados obtenidos
por los modelos de clasificación del modelo de imagen y texto propuestos usando los
conjuntos de datos MSSAID y MCOVMEX. Aún más, se presentan los experimentos de
ablación del impacto de las modalidades y el número de imágenes en los sistemas de
clasificación.

4.1. Conjuntos de Datos
La estrategia propuesta en la Sección 3.1 para etiquetar las publicaciones de X su-

pone una gran ventaja al mostrar aspectos multimodales de los datos que se manejan.
A continuación, se muestran los conjuntos de datos que se utilizan para alimentar los
modelos de imagen y texto y un breve análisis de datos de cada uno de ellos.

4.1.1. Multimodal Spanish Sentiment Analysis Impact Dataset

El Multimodal Spanish Sentiment Analysis Impact Dataset [61] es un conjunto de
datos que contiene un total de 674 tuits sobre dos eventos deportivos diferentes que
involucran al boxeador mexicano Saúl “Canelo” Álvarez, de los cuales se extrajeron el
texto, imágenes y miniaturas de videos (en forma de imágenes) correspondientes. Los
eventos contemplados son la pelea contra Caleb Plant (6 de noviembre de 2021) y la
pelea contra Dmitri Bivol (7 de mayo de 2022). Todos los tuits se recolectaron en una
ventana de tiempo de una semana antes, durante y una semana después del evento.

El esquema de etiquetado considera cuatro categorías diferentes:

+1 para un sentimiento positivo presente en un tuit, por ejemplo, cualquier muestra
de apoyo o cualquier otra opinión y crítica positiva hacia el boxeador.

-1 para un sentimiento negativo presente en el tuit, incluyendo burlas, insultos y
cualquier otra opinión o crítica negativa hacia el boxeador.

0 para un sentimiento neutral presente en un tuit. Por ejemplo, publicaciones cuyo
fin principal es informar los resultados de una pelea de manera objetiva o tuits que
redirigen a los usuarios a otras plataformas digitales que hablan sobre los eventos.
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+2 para spam, contenido presente en redes sociales digitales que no habla sobre el
tema principal del conjunto de datos.

Dado que un tweet puede contener múltiples imágenes, el conjunto de datos involucra
un total de 804 imágenes, aunque solo se pudieron recuperar 767 de ellas. Para este
conjunto de datos se anotaron todas las publicaciones.

Un breve análisis del conjunto de datos, que se muestra en la Figura 4.1, arroja la
frecuencia para cada clase de sentimiento considerada, donde se puede apreciar que los
datos presentan desequilibrio entre ellos, lo cual justifica la elección de la MVS penalizada
(véase la Sección 2.5.3) para aliviar este problema de forma algorítmica. La Figura 4.2,
por otro lado, representa la dispersión de la longitud del texto, medida en palabras, de los
tweets dadas las etiquetas de sentimiento del texto y sentimiento general. La dispersión
de la longitud observada no supera las 512 palabras de longitud, lo que comprueba el
uso de modelos basados en Transformer, específicamente la familia de BERT. Aún más,
para el caso del MSSAID se puede observar que los mensajes de spam son ligeramente
más largos. Sin embargo, esta característica (la longitud de los mensajes) no es suficiente
para agregarla al modelo como discriminante dado que para las otras clases se asemeja
mucho esta métrica.

La Figura 4.3 muestra un diagrama de Sankey ilustrando la transición del sentimiento
de los tuits al considerar únicamente el texto, a la izquierda, en contraste con el senti-
miento considerado al incorporar las imágenes, a la derecha. El supuesto principal del
trabajo es que el texto se complementa de las imágenes para determinar la polaridad
final o general de cada publicación. En el caso del MSSAID, en el diagrama de Sankey,
la mayor parte de los elementos que conforman cada polaridad al considerar texto e
imágenes se compone de la misma polaridad. Sin embargo, se pueden observar cambios
de polaridad para cada una de ellas. Por ejemplo, se puede apreciar que, para los ele-
mentos neutros, se cambia la polaridad de 55 elementos (31.43 % del total original), al
considerar ahora texto con imágenes. Para el caso de positivos, se observa un cambio en
43 publicaciones (15.58 %); para los negativos, se presenta un cambio en 14 elementos
(10.85 %); y para spam, 7 elementos (4.26 %). Se puede concluir que la clase neutra es
la que mayores componentes sufren cambio de polaridad al agregar las imágenes como
información adicional, mientras que el spam es la que menor transiciones reporta.

Todo lo anterior apunta a que, de manera efectiva, las imágenes ayudan a darle forma
a la polaridad del sentimiento general del tuit y existen instancias (en este caso, 119 o
el 17.66 % del total de datos) donde el texto no es suficiente para determinar de forma
adecuada la polaridad de una publicación cuando se consideran elementos multimodales.
Existen clases que son más sensibles que otras ante este tipo de comportamiento, pero
en general, todas presentan transiciones.

Finalmente, en la Figura 4.4 se encuentra la cantidad de tuits según el número de
imágenes que contienen y cuántas tienen texto incrustado en ellas. Es posible apreciar
que las personas prefieren agregar una única imagen en sus publicaciones. Dado que
el sistema de X permite subir hasta cuatro imágenes, conforme aumenta el número de
imágenes cargadas, es más difícil observar a usuarios con tales preferencias al subir dicho
número de imágenes, lo que hace que surja la pregunta sobre el impacto del número
de las imágenes en los modelos de aprendizaje. Además, el texto en imágenes no es tan
dominante en los elementos multimedia. A pesar de ello, no es razón suficiente para evitar
el estudio de su impacto en los modelos de clasificación multimodal propuestos.
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(A) (B)

(C)

Figura 4.1: Distribución de datos del MSSAID considerando: (A) senti-
miento del texto, (B) sentimiento general de las imágenes y (C) sentimiento

general de un tuit. Fuente: elaboración propia.

(A) (B)

Figura 4.2: Diagrama de cajas mostrando la longitud de los tuits según
(A) el sentimiento del texto y (B) el sentimiento general de un tuit medido
en palabras para las clases consideradas en el MSSAID. Fuente: elaboración

propia.
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Figura 4.3: Diagrama de Sankey que muestra la transición del valor del
sentimiento de los tuits para cada polaridad al considerar primero texto
(izquierda), y después texto con imágenes (derecha) para el MSSAID. A
la derecha se indica el número de elementos que transicionan de cada
polaridad en la izquierda después de considerar el texto con imágenes para
formar el total indicado en la derecha. En verde: positivo, morado: neutro,

rojo: negativo, gris: spam. Fuente: elaboración propia.
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Figura 4.4: Cantidad de tuits según el número de imágenes que contie-
nen. Fuente: elaboración propia.
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4.1.2. Multimodal COVID19 Mexico

El conjunto de datos Multimodal COVID19 Mexico es un conjunto de datos que
contiene 94,866 tuits compuesto por texto, imágenes y sus correspondientes métricas
básicas (likes, retuits, comentarios y quotes), recolectados entre abril de 2020 y abril de
2023.

Se anotó manualmente una muestra aleatoria de 1000 tuits, de los cuáles, únicamente
en 982 se logró recuperar sus respectivas imágenes. Las instrucciones de anotación se
pueden consultar en el Apéndice A. El esquema de anotación considera las siguientes
etiquetas:

-1 para tuits negativos. Es decir, aquellas publicaciones que muestran claramente
un sentimiento negativo predominante en su mensaje. Esto incluye mensajes so-
bre defunciones, problemas del personal médico, críticas hacia figuras públicas o
decisiones tomadas por ellos, etc.

0 para tuits neutros. Esta categoría incluye publicaciones que no demuestran sen-
timiento preponderante alguno, pero cuyo tema se relaciona con el COVID. Esta
categoría reúne principalmente a las publicaciones objetivas de medios noticiosos
que dirigen tráfico a un sitio web (página web o canal de Youtube, por ejemplo).

+1 para tuits positivos. Es decir, aquellas publicaciones que muestran claramente un
sentimiento positivo predominante en su mensaje. Esto incluye mensajes de apoyo
emocional, declaraciones positivas de salud, crítica positiva hacia algún desarrollo
de la pandemia como las vacunas, etc.

+2 para spam. Es posible encontrar mensajes que no hablan sobre el COVID. Por
ejemplo, publicaciones que se cuelguen de las tendencias para vender productos o
dirigir tráfico hacia otros sitios con fines de lucro o captar la atención de los usuarios
con otros fines.

-2 para indicar que la imagen no se encuentra disponible al momento de hacer la
petición de búsqueda o descarga.

Un breve análisis del conjunto de datos, que se muestra en la Figura 4.5, arroja la
frecuencia para cada clase de sentimiento. También se puede observar un desequilibrio
entre las clases presentes en el conjunto de datos. La Figura 4.6 representa la dispersión de
la longitud del texto, medida en palabras, de los tweets dadas sus etiquetas de sentimiento
del texto y sentimiento general. Igual que con el MSSAID, las medidas de dispersión y
las longitudes máximas justifican el uso de modelos basados en BERT.

El diagrama de Sankey del MCOVMEX de la Figura 4.7 muestra un menor número
de transiciones: para la clase positiva se observa una (1) transición (0.53 % del total);
en la clase neutral se presentan 4 transiciones (0.90 %); en la clase negativa existen 6
transiciones (2.28 %); y para la clase spam, ninguna transición.

Todo apunta a que el texto parece ser suficiente para determinar la mayor parte de la
polaridad general del sentimiento en éste conjunto de datos. Sin embargo, la presencia de
las transiciones, aunque mucho menor que en el caso pasado, específicamente 11 (1.12 %
del total de datos), no debe ser ignorada: su incorporación presenta un potencial para
mejorar los sistemas de análisis de sentimientos.
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(A) (B)

(C)

Figura 4.5: Distribución de datos del MCOVMEX considerando: (A)
sentimiento del texto, (B) sentimiento general de las imágenes y (C) sen-

timiento general de un tuit. Fuente: elaboración propia.

Juntando los análisis del MSSAID y el MCOVMEX se puede concluir que incorporar
el estudio de las imágenes como modalidad adicional presenta la oportunidad de mejorar
los sistemas para la tarea de análisis de sentimientos. Existen mensajes donde, utilizando
únicamente el texto, resulta complejo descifrar la polaridad general de una publicación.
Tal es el caso de la clase neutra.

Finalmente, en la Figura 4.8 se encuentra la cantidad de tuits según el número de
imágenes que contienen y cuántas tienen texto incrustado en ellas. Igual que en el caso
anterior, las personas prefieren incorporar una única imagen a sus publicaciones y el texto
en imágenes no es preponderante entre ellas.

4.1.3. Resumen de Resultados de la Sección

1. El esquema de anotación propuesto en la Sección 3.1 permite explorar de una
mejor manera los conjuntos de datos al mejorar la determinación de la polaridad
del sentimiento de una publicación cuando se consideran múltiples modalidades
como el texto y las imágenes.
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(A) (B)

Figura 4.6: Diagrama de cajas mostrando la longitud de los tuits según
(A) el sentimiento del texto y (B) el sentimiento general de un tuit me-
dido en palabras para las clases consideradas en el MCOVMEX. Fuente:

elaboración propia.

2. Lo anterior se refleja en los diagramas de Sankey y, al analizar las transiciones, se
puede observar el nivel de cambio que genera introducir una modalidad adicional
al texto para determinar la polaridad general de una publicación. En este caso, el
conjunto de datos MSSAID es más sensible ante esta situación que el MCOVMEX.

3. Los conjuntos de datos se encuentra desequilibrados, por lo que surge la necesidad
de tratar dicho problema con un enfoque algorítmico (la MVS penalizada).

4. El análisis de frecuencias de las imágenes mostró que los usuarios prefieren usar,
en su mayoría, una única imagen para acompañar el texto de una publicación. Por
esta razón, ¿vale la pena mantener todas las imágenes en los modelos? o ¿sólo es
necesario mantener algunas y no todas? Preguntas que se toman en cuenta en los
experimentos de ablación (véase la Sección 3.5.3).
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Figura 4.7: Diagrama de Sankey que muestra la transición del valor del
sentimiento de los tuits para cada polaridad al considerar primero texto
(izquierda), y después texto con imágenes (derecha) para el MCOVMEX.
A la derecha se indica el número de elementos que transicionan de cada
polaridad en la izquierda después de considerar el texto con imágenes para
formar el total indicado en la derecha. En verde: positivo, morado: neutro,

rojo: negativo, gris: spam. Fuente: elaboración propia.
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Figura 4.8: Cantidad de tuits en el MCOVMEX según el número de
imágenes que contienen. Fuente: elaboración propia.
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Figura 4.9: Ejemplo de éxitos típicos y errores comunes del sistema de
extracción de texto en imágenes (detecciones incompletas).

4.2. Modelo de Detección de Texto en Imágenes
Se evaluó el rendimiento en cuanto a la detección de cuadros delimitadores. El sistema

logró detectar texto contra el fondo con las siguientes puntuaciones: precision del 82.18 %,
recall del 86.67 % y medida F1 del 84.37 %. En la Figura 4.9 se presentan ejemplos
cualitativos de detecciones correctas y errores típicos, que ilustran tanto las ventajas
del proceso de captura de texto superpuesto legible como sus limitaciones con fuentes
estilizadas o de bajo contraste.
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4.3. Modelo Preliminar para Análisis Multimodal MSSAID
La finalidad de proponer un modelo preliminar multimodal es explorar de una forma

rápida los efectos de agregar modos adicionales al texto para determinar su sentimiento
general y determinar el impacto de diversas técnicas para tratar ciertos tipos de datos.
Como se explicó en la Sección 3.5.1, se utilizaron modelos tradicionales para representar
texto: Bolsa de Palabras y TF-IDF con combinaciones de n-gramas, además de determi-
nar el impacto de los emojis en el sistema propuesto y la construcción de una primera
versión del sistema de detección de texto en imágenes.

La Tabla 4.1 muestra los resultados obtenidos al considerar diferentes combinaciones
de modelos de representación de texto y modalidades de información disponibles. El me-
jor clasificador obtenido, con un 74.74 % de exactitud balanceada, considera un modelo
de Bolsa de Palabras con combinaciones de 1, 2 y 3-gramas, incorporando únicamente
texto e imágenes. También se puede apreciar que los modelos que sólo incorporan texto
o texto con emojis no logran superar el umbral del 50 % de exactitud balanceada. Ade-
más, incorporar emojis no ayuda a los modelos de clasificación y el texto en imágenes
impacta negativamente en el rendimiento de los mismos, independientemente del modelo
de representación de texto.

Como conclusión principal de este modelo preliminar, una primera y rápida explora-
ción apunta a que el texto y las imágenes es suficiente para construir el mejor modelo de
clasificación multimodal: en promedio, agregar imágenes mejora un 25.5 % el rendimiento
de los modelos en contra de aquellos que usan únicamente texto. Sin embargo, en este
caso se utiliza de manera directa el sentimiento de las imágenes, lo cual no puede estar
disponible en todos los casos. Por lo tanto, se necesita construir modelos de extracción de
características tanto para texto como para imágenes y determinar sus efectos al momento
de realizar la tarea de análisis de polaridad.
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Tabla 4.1: Resultados del modelo preliminar de clasificación multimodal,
disponible también en [61]. Los valores de kC y kγ son el valor de C = 2kC

y γ = 2kγ , respectivamente. T indica texto, I son imágenes, E apunta a
la presencia de emojis y TI significa texto en imágenes. BP significa Bolsa
de Palabras y TF-IDF, Term Frequency Inverse Document Frequency. El

mejor resultado se resalta en negritas. Obtenida de [61].

Exactitud
Balanceada

Desviación
Estándar KC kγ

Modelo de
Lenguaje

Modalidades
Añadidas

0.4631 0.0679 12.75 -15.75 BP, 1-2 n-gramas T
0.4532 0.0663 15.5 -13.75 BP, 1-3 n-gramas T
0.4935 0.0598 13.75 -15.75 TF-IDF, 1-2 n-gramas T
0.4942 0.0678 9.5 -11.25 TF-IDF, 1-3 n-gramas T
0.7437 0.0604 5.75 -10.5 BP, 1-2 n-gramas T+I
0.7474 0.0621 6 -11 BP, 1-3 n-gramas T+I
0.7359 0.0566 6.25 -7.5 TF-IDF, 1-2 n-gramas T+I
0.7312 0.0560 1.75 -2 TF-IDF, 1-3 n-gramas T+I
0.4630 0.0679 12.75 -15.75 BP, 1-2 n-gramas T+E
0.4532 0.0663 15.5 -13.75 BP, 1-3 n-gramas T+E
0.4935 0.0598 13.75 -15.75 TF-IDF, 1-2 n-gramas T+E
0.4942 0.0678 9.5 -11.25 TF-IDF, 1-3 n-gramas T+E
0.7260 0.0613 6.25 -11 BP, 1-2 n-gramas T+E+I
0.7279 0.0637 6.5 -11.5 BP, 1-3 n-gramas T+E+I
0.7359 0.0566 6.25 -7.5 TF-IDF, 1-2 n-gramas T+E+I
0.7349 0.0498 1.5 0 TF-IDF, 1-3 n-gramas T+E+I
0.7270 0.0543 2.5 -7 BP, 1-2 n-gramas T+I+TI
0.7258 0.0565 6.5 -11.5 BP, 1-3 n-gramas T+I+TI
0.7367 0.0508 2 -2.5 TF-IDF, 1-2 n-gramas T+I+TI
0.7342 0.0491 1.5 0 TF-IDF, 1-3 n-gramas T+I+TI
0.7270 0.0543 2.5 -7 BP, 1-2 n-gramas T+I+TI+E
0.7258 0.0565 6.5 -11.5 BP, 1-3 n-gramas T+I+TI+E
0.7367 0.0508 2 -2.5 TF-IDF, 1-2 n-gramas T+I+TI+E
0.7342 0.0491 1.5 0 TF-IDF, 1-3 n-gramas T+I+TI+E
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Tabla 4.2: Resultados del proceso de ajuste de diversos modelos de imá-
genes para el módulo de extracción de características en imágenes del

MSSAID. El mejor resultado se resalta en negritas.

Modelo Exactitud Exactitud
Balanceada Fw

1 CCM

google/vit-base-patch16-224-in21k 0.7317 0.5625 0.7017 0.5892
google/vit-base-patch16-224 0.7073 0.5932 0.7019 0.5634
microsoft/resnet-50 0.3902 0.2544 0.3351 -0.0406

Tabla 4.3: Resultados del proceso de ajuste de diversos modelos de texto
para el módulo de extracción de características en texto. El mejor resultado

se resalta en negritas.

Modelo Exactitud Exactitud
Balanceada Fw

1 CCM

dccuchile/bert-base-spanish-wwm-cased 0.6111 0.5927 0.6121 0.4495
dccuchile/bert-base-spanish-wwm-uncased 0.5926 0.5215 0.5895 0.3993

4.4. Resultados Modelo Imagen y Texto: MSSAID
En esta parte se presentan los resultados del primer experimento con el modelo de

imagen y texto con el conjunto de datos MSSAID. Por un lado, como se expuso en las
Secciones 3.4 y 3.5, se llevan a cabo ciertas tareas relacionadas con el entrenamiento
del modelo de imagen y texto como el ajuste de hiperparámetros para la fusión por
codificador. Por otro lado, se presentan los primeros resultados de clasificación del modelo
imagen y texto, para después continuar con los estudios de ablación y sus implicaciones
en el modelo.

4.4.1. Ajuste de los Modelos de Texto e Imágenes

Para el caso del MSSAID, se usaron 607 elementos en total para entrenar los modelos
de clasificación para texto. Es decir, el 90 % de los 674 elementos que conforman el total
del conjunto de datos MSSAID. En el caso de las imágenes, se usaron un total de 767
imágenes, de las cuales 690 formaron parte del conjunto de entrenamiento.

En el caso de las imágenes, se ajustaron diversos modelos, de los cuales vit-base-
patch16-224-in21k resultó ser el mejor al obtener un 58.92 % de CCM después de su
ajuste como se muestra en la Tabla 4.2. En la misma línea, la Tabla 4.3 arroja que
bert-base-spanish-wwm-cased es el mejor modelo al obtener un 44.95 % de CCM. Cabe
mencionar que el modelo final para el texto contempla un aumento de datos un promedio
de 17 veces, valor que se eligió al observar los resultados en la Figura 4.10. Los modelos
ajustados finales de texto1 e imágenes2 se encuentran disponibles para su uso y descarga
en repositorios públicos de Hugging Face.

1https://huggingface.co/lzun/spanish-social-media-boxing-text
2https://huggingface.co/lzun/spanish-social-media-boxing-images

https://huggingface.co/lzun/spanish-social-media-boxing-text
https://huggingface.co/lzun/spanish-social-media-boxing-images
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Figura 4.10: Resultados del proceso de ajuste para el experimento de
aumento de texto. Fuente: elaboración propia.
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Tabla 4.4: Hiperparámetros finales seleccionados para entrenar los mode-
los de clasificación multimodal para la fusión por codificador y las distintas
modalidades de información consideradas en el MSSAID. T: texto, T+I:
texto e imágenes, T+I+IT: texto, imágenes y texto en imágenes. M-CLIP:

CLIP multilingüe.

Modelo T T+I T+I+TI

Cabezales Capas Cabezales Capas Cabezales Capas

M-CLIP 128 3 256 2 256 1
BETO y ViT Base 8 1 48 1 256 1
BETO y ViT Ajustados 4 1 128 1 6 1

4.4.2. Ajuste de hiperparámetros para la Fusión por Codificador

Uno de los detalles que surge con la fusión por codificador es la necesidad de ajustar
los hiperparámetros que rigen el codificador del Transformer. En específico, se necesita
encontrar el número óptimo de capas y número de cabezales por capa de la arquitectura
utilizada. Además, es indispensable que el número de cabezales divida al tamaño del
embedding entrante, el cual es 768 para los modelos basados en BERT y 512 para CLIP.
La figura 4.11 muestra los mapas de calor resultantes de las mallas de búsqueda usando
el CCM como métrica de vigilancia. Con estos resultados gráficos es posible elegir la
mejor pareja de parámetros para cada modelo para la fusión por codificador. Con fines
comparativos, se incluyen los resultados para los modelos base y ajustados de BETO y
ViT, además de los modelos multilingües de CLIP.

Es posible observar que para CLIP multilingüe, las Subfiguras 4.11A, 4.11B y 4.11C
muestran mapas de calor con resultados que no logran superar el 10 % de CCM al emplear
este esquema de fusión de información, por lo que se anticipa un mal rendimiento. Por
otro lado, los mejores modelos (Subfiguras 4.11G, 4.11H y 4.11I) apuntan a ser aquellos
donde se trabajan con los modelos ajustados. De forma temprana, el mejor modelo apunta
a ser el que considera los modelos ajustados considerando texto e imágenes únicamente.
Al final, las mejores combinaciones de números de capas de codificador y número de
cabezales por capa para cada posible modelo y modalidades se presentan en la Tabla 4.4.
Dichas combinaciones se utilizan para entrenar la MVS con fusión por codificador final.
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(A) (B) (C)

(D) (E) (F)

(G) (H) (I)

Figura 4.11: Mapas de calor generados según el CCM para los distintos
modelos de clasificación multimodal al considerar diferentes combinaciones
de cabezales de autoatención y número de capas. Arriba se encuentran los
modelos multilingües basados en CLIP que consideran (A) solo texto; (B)
texto e imágenes; y (C) texto, imágenes y texto en imágenes. En el medio,
los modelos base de BETO y ViT que utilizan (D) solo texto; (E) texto e
imágenes; (F) texto, imágenes y texto en imágenes. En la parte inferior, los
modelos BETO y ViT ajustados con (G) solo texto; (H) texto e imágenes;
e (I) texto, imágenes y texto en imágenes. Debido a limitaciones por RAM,
no fue posible determinar los resultados para la combinación de 5 capas
de codificador con 768 cabezas de autoatención para los mapas de calor

(F) e (I). Fuente: elaboración propia.
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4.4.3. Resultados de Clasificación del Modelo Imagen y Texto

Los resultados de los modelos de análisis de sentimientos multimodal propuestos pa-
ra las publicaciones de X y el MSSAID se encuentran en la Tabla 4.5. Cabe mencionar
que estos contemplan los modelos de CLIP multilingüe, BETO y ViT base y BETO
y ViT ajustados, además de considerar toda la información disponible reflejada en las
modalidades presentes: texto, imágenes y texto en imágenes. Dado que el sistema pro-
puesto presenta dos enfoques para fusionar las distintas modalidades, se contrastan los
resultados obtenidos por la fusión por suma y la fusión por codificador para su mejor
comparación. En resumen, el mejor modelo es aquel que considera fusión por suma, con
los modelos ajustados y todas las modalidades presentes, obteniendo 60.52 % de CCM.
Además, de forma general, la fusión por suma presenta mejores resultados que la fusión
por codificador.

Tabla 4.5: Métricas de desempeño de los distintos modelos de clasifica-
ción multimodal: CLIP Multilingüe, BETO y ViT base y BETO y ViT
ajustados. Los modelos consideran la información de todas las modalidades
disponibles (texto, imágenes y texto en imágenes) que se pueden encontrar
en un tuit, fusionadas por la fusión por suma o por codificador. Los valores
de kC y kγ apuntan al valor de C = 2kC y γ = 2kγ , respectivamente, de la
MVS. El mejor resultado obtenido para estas combinaciones se marca en

negritas.

Modelo Exactitud Exactitud
Balanceada Fw

1 CCM kC kγ

Fu
sió

n
Su

m
a M-CLIP 0.4776 0.4950 0.4939 0.3008 9.9219 -17.0156

Base 0.5075 0.5136 0.5221 0.3352 1.8750 -10.8750
Ajustado 0.7313 0.6679 0.7370 0.6052 11.1875 -17.3750

Fu
sió

n
C

od
ifi

c. M-CLIP 0.4925 0.2500 0.3251 0.0000 -2.0000 -13.5000
Base 0.5672 0.4728 0.5405 0.3285 1.1250 -7.2813

Ajustado 0.6567 0.5603 0.6543 0.4883 3.0000 -11.0000

4.4.4. Estudios de Ablación

Impacto de las Modalidades

Del análisis de datos surgen preguntas sobre diversos aspectos naturales de los datos y
cómo pueden llegar a afectar los resultados finales. En específico, se plantean las siguientes
preguntas:

1. ¿Cómo contribuye cada modalidad al sistema de clasificación?

2. ¿Cómo afecta el número de imágenes que se incorporan a los modelos de análisis
de polaridad?

Para ambos métodos de fusión se prueba el sistema de clasificación propuesto con
CLIP multilingüe, BETO y ViT base y BETO y ViT ajustado utilizando solo el texto
de los tweets, luego considerando solo texto e imágenes y finalmente incorporando texto,
imágenes y texto en imágenes.
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Para responder la primera pregunta, se presenta la Tabla 4.6 donde se observan las
diferentes contribuciones de las modalidades (texto, texto e imágenes y texto, imágenes
y texto en imágenes). Una vez más, el mejor modelo se presenta en la fusión por suma al
incorporar todas las modalidades posibles. Sin embargo, se puede observar que para los
modelos ajustados con fusión por suma, la diferencia en CCM para el modelo con texto
e imágenes es apenas del 0.66 %. CLIP multilingüe continúa con su bajo desempeño al
aplicarle la fusión por codificador, pero en general presenta un mejor resultado para la
fusión por suma. Desafortunadamente, estos resultados revelan lo complicado que es usar
los modelos multilingües cuando se tiene uno dedicado para un idioma en específico, ya
que los modelos base resultan mejores que CLIP multilingüe. La fusión por codificador,
a pesar del mecanismo complejo detrás de ella, no logra superar a la fusión por suma.

Finalmente, una selecta colección de matrices de confusión de los mejores modelos de
aprendizaje para cada alternativa (base, ajustado y CLIP multilingüe) se puede apreciar
en la Figura 4.12. En general, se evidencia que las matrices de confusión generadas por
los modelos con fusión por suma (4.12A, 4.12B y 4.12C) presentan mejores resultados
que aquellas generadas por la fusión por codificador al presentar un menor error de
clasificación reflejado en los valores altos que se presentan en la diagonal de las matrices.
En particular, al considerar la fusión por codificador, la matriz de confusión para el mejor
modelo de CLIP multilingüe, que se muestra en la Subfigura 4.12D, presenta un atractor
en la clase con mayor representación para reducir el error del modelo. Sin embargo, es
el peor modelo ya que no predice elementos de otras clases. En el caso de las matrices
de confusión para el modelo BETO y ViT, base y ajustados (Subfigura 4.12E y 4.12F,
respectivamente), presenta mayor confusión en los resultados que su contraparte generada
por la fusión por suma.

Lo anterior también se refleja en los embeddings en dos dimensiones de los puntos
generados para cada polaridad, disponibles en la Figura 4.13. Aquí se puede distinguir
que las representaciones vectoriales fusionadas de las publicaciones se enciman y es difícil
distinguir una de otra para la mayoría de los modelos, particularmente en las Subfigu-
ras 4.13A, 4.13B, 4.13D y 4.13E. A pesar de ello, se aprecia una mejor separación y
agrupación en la Subfigura 4.13F que en la Subfigura 4.13C, la correspondiente al mejor
modelo obtenido.
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Tabla 4.6: Métricas de rendimiento para los distintos modelos de clasi-
ficación multimodal y la contribución de las distintas modalidades para
ambos métodos de fusión de información. T indica texto, I denota la pre-
sencia de imágenes e IT expresa texto en imágenes. Los valores de kC y kγ

son el valor de C = 2kC y γ = 2kγ , respectivamente. El mejor resultado se
resalta en negritas.

Modelo Exactitud Exactitud
Balanceada Fw

1 CCM kC kγ Datos

Fu
sió

n
Su

m
a

M-CLIP
0.4627 0.5025 0.4747 0.3081 7.5000 -12.5000 T
0.4776 0.4660 0.4994 0.2931 7.6250 -14.6250 T+I
0.4776 0.4950 0.4939 0.3008 9.9219 -17.0156 T+I+TI

Modelos
Base

0.5224 0.4654 0.5562 0.3456 4.5313 -10.8438 T
0.6119 0.5713 0.6109 0.4362 1.3125 -7.5625 T+I
0.5075 0.5136 0.5221 0.3352 1.8750 -10.8750 T+I+TI

Modelos
Ajustados

0.7164 0.6372 0.7179 0.5771 2.0000 -9.0000 T
0.7313 0.6657 0.7310 0.5986 9.0000 -15.2500 T+I
0.7313 0.6679 0.7370 0.6052 11.1875 -17.3750 T+I+TI

Fu
sió

n
C

od
ifi

ca
do

r M-CLIP
0.3284 0.2435 0.3388 0.0363 1.4219 -10.4531 T
0.4925 0.2500 0.3251 0.0000 -0.6250 -11.1250 T+I
0.4925 0.2500 0.3251 0.0000 -2.0000 -13.5000 T+I+TI

Modelos
Base

0.5672 0.4671 0.5477 0.3278 1.4375 -8.1172 T
0.4776 0.4345 0.4893 0.2560 2.2500 -10.7500 T+I
0.5672 0.4728 0.5405 0.3285 1.1250 -7.2813 T+I+TI

Modelos
Ajustados

0.6866 0.5987 0.6898 0.5343 2.1875 -10.7500 T
0.7164 0.6442 0.7181 0.5821 1.0000 -9.2500 T+I
0.6567 0.5603 0.6543 0.4883 3.0000 -11.0000 T+I+TI
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(A) (B)

(C) (D)

(E) (F)

Figura 4.12: Matrices de confusión para los mejores modelos de cada
modalidad. Arriba, con el método de fusión por suma: (A) CLIP multilin-
güe con texto; (B) BETO y ViT base con texto e imágenes; y (C) BETO
y ViT ajustados con texto, imágenes y texto en imágenes. En la parte in-
ferior, con el método de fusión por codificador: (D) CLIP multilingüe con
texto; (E) BETO y ViT base con texto, imágenes y texto en imágenes;
y (F) BETO y ViT ajustados con texto e imágenes. Fuente: elaboración

propia.
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(A) (B)

(C) (D)

(E) (F)

Figura 4.13: Proyecciones 2D de los embeddings de los mejores modelos
de cada modalidad. Arriba, con el método de fusión por suma: (A) CLIP
multilingüe con texto; (B) BETO y ViT base con texto e imágenes; y
(C) BETO y ViT ajustados con texto, imágenes y texto en imágenes.
En la parte inferior, con el método de fusión por codificador: (D) CLIP
multilingüe con texto; (E) BETO y ViT base con texto, imágenes y texto
en imágenes; y (F) BETO y ViT ajustados con texto e imágenes. Fuente:

elaboración propia.
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Figura 4.14: Puntuaciones según el CCM para los distintos modelos de
clasificación, los dos modos de fusión de información, y diferentes tipos de
información, cambiando el número máximo de imágenes que se agregan a

ellos. Fuente: elaboración propia.

Análisis del Impacto del Número de Imágenes en los Modelos de Clasificación
Multimodal

Para la segunda pregunta, la Figura 4.14 y la Tabla B.1 en el Anexo B indican las dis-
tintas puntuaciones del CCM para los modelos de clasificación multimodal contemplando
ambos modos de fusión, la contribución de cada modalidad de información a los modelos
y el efecto de alterar el número máximo de imágenes que se agregan para determinar su
impacto en los modelos de clasificación. De esta figura se puede concluir que el mejor
modelo solamente considera, a lo más, la primera imagen de cada publicación, además
de su correspondiente texto e imágenes, logrando una puntuación del 67.17 % en CMM
y 72.10 % en exactitud balanceada. A diferencia de los experimentos anteriores, donde el
mejor modelo consideraba texto, imágenes y texto en imágenes con un 60.52 % de CCM,
ahora no es necesario agregar el texto de las imágenes ni todas las imágenes y se logra
un mejor resultado, aliviando al mismo tiempo la carga computacional del sistema. Las
proyecciones en dos dimensiones de los embeddings de modelos selectos, disponibles en
la Figura 4.15, muestran resultados similares al primer experimento de ablación.

Finalmente, la matriz de confusión y la proyección de los embeddings del mejor modelo
(imágenes y texto fusionados por fusión por suma, únicamente la primera imagen) se
encuentran en la Figura 4.16. La matriz de confusión refleja una buena capacidad del
modelo para discriminar entre publicaciones positivas y es aceptable para publicaciones
negativas. Sin embargo, muestra problemas para diferenciar entre publicaciones neutras
y spam. Esto último también se evidencia en las proyecciones de los embeddings, donde
existen zonas en las clases neutral y spam que se traslapan considerablemente.
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(A) (B)

(C) (D)

(E) (F)

Figura 4.15: Proyecciones 2D de los embeddings de los mejores modelos
de cada modalidad al considerar diferentes cantidades de imágenes. Arri-
ba, con el método de fusión por suma: (A) CLIP multilingüe con texto, la
primera imagen; (B) BETO y ViT base con texto e imágenes, la primera
imagen; y (C) BETO y ViT ajustados con texto, imágenes y texto en imá-
genes, la primera imagen. En la parte inferior, con el método de fusión por
codificador: (D) CLIP multilingüe con texto, las primeras tres imágenes;
(E) BETO y ViT base con texto, imágenes y texto en imágenes, las pri-
meras dos imágenes; y (F) BETO y ViT ajustados con texto e imágenes,

la primera imagen. Fuente: elaboración propia.
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(A) (B)

Figura 4.16: (A) Matriz de confusión y (B) proyecciones 2D de los em-
beddings del mejor modelo obtenido: 67.16 % CCM para tuits fusionados
por fusión por suma, BETO y ViT ajustados, texto e imágenes, consideran-
do únicamente la primera imagen de cada publicación. Fuente: elaboración

propia.
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4.4.5. Análisis de Error

A continuación, en la Tabla 4.7 se presenta una colección de 10 tuits seleccionados de
forma aleatoria cuya clasificación por el mejor modelo multimodal fue errónea para rea-
lizar un breve análisis de error. En general, los textos que se presentan son relativamente
largos (dada la longitud de un tuit, como se exploró en la Figura 4.2). Sin embargo, se
puede apreciar algunos mensajes cortos donde el modelo no puede extraer mucho con-
texto del texto, como lo son el ejemplo 7 y 9. En el caso en particular del ejemplo 7,
todo apunta a un error de etiqueta mal asignada por un humano, ya que se predice como
positivo cuando en realidad es neutro. Dado el mensaje y la imagen, es posible que lo
que prediga el modelo sea correcto. En contraste, el ejemplo 9, la imagen carga cierta
connotación negativa con un tono burlón similar a un meme. El principal problema en
este caso es que el texto no provee mayor información para darle un mejor significado a
las imágenes.

También se puede apreciar una de fotos de la pelea (por ejemplo, tomadas al televisor)
que se anexan en los mensajes, como lo son los ejemplos 2 y 10. Estas imágenes cargan
un mensaje neutro ya que no aportan mucho mensaje alguno más que el de «estuve aquí,
en la pelea». En el caso del ejemplo 2, el mensaje se predice como negativo cuando se
anota como neutro dado el tono informativo de la publicación. Sin embargo, existe cierta
ambigüedad dado el lenguaje que explora la derrota del boxeador, aunque se expresa
de manera objetiva y no como objeto de burla. Por otro lado, el ejemplo 10 menciona
elementos ajenos al evento deportivo, por lo que se etiqueta como spam. Desafortuna-
damente, el sistema no es capaz de comprender tales elementos como ajenos a la pelea.
De forma similar, el ejemplo 6, aunque menciona al Canelo, no se encuentra relacionado
con el evento deportivo que se discute y se etiqueta como neutro en lugar de spam. El
ejemplo 1 puede ser un error de etiquetado ya que la publicación trata sobre el Canelo,
pero falta contexto, elemento que la imagen no es capaz de proveer y se considera neutra.

Un caso particular es el del ejemplo 4, donde se aprecia una imagen de una apuesta
que se hizo en torno al evento deportivo. En este caso, el sistema de detección de texto
puede que no haya detectado todo el texto y, aunque si lo hiciese, resulta complicado
entender el significado de la apuesta (¿apostó a favor o en contra?) para el sistema de
clasificación salvo que se entrene para dicha tarea. Dado que el tema del Canelo se mezcla
con otros eventos deportivos y parece mezclarse el sentimiento de cada uno de ellos, el
sistema predice un valor negativo cuando es positivo.

Por otro lado, en el ejemplo 8, tomado antes de la pelea, la imagen muestra a los
boxeadores cara a cara de forma amenazante. A pesar de que el texto del mensaje es a
favor del boxeador mexicano, parece que la imagen complementó de más al texto e hizo
cambiar la polaridad del mensaje hacia algo negativo cuando en realidad es positivo. En
el ejemplo 3, donde se expresa de forma humorística un milagro para que gane el canelo,
se predice como positivo cuando es neutro dado que el mensaje se publicó durante la
pelea. En general, el sistema no sabe sobre situaciones exteriores (como es de esperar) ya
que en ese punto el boxeador mexicano se encontraba perdiendo el encuentro. Al final,
a pesar del toque humorístico para disfrazar la desgracia, el sistema no fue capaz de
determinar la verdadera intención dada la falta de contexto.

Finalmente, el ejemplo 5 muestra la captura de pantalla de un video corto de una
entrevista. En este caso, el video proporciona más información que complementa al texto.
Desafortunadamente, como el sistema no modela video, no es capaz de acceder a esa
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información adicional y no puede capturar la verdadera intención del usuario.

Tabla 4.7: Tuits seleccionados para el análisis de error del MSSAID.

Tuit Imagen Valor
Verdadero

Valor
Predicho

1

EXCLUSIVA. Rigo, el Español Ál-
varez espera una pelea larga en-
tre @Canelo y Vibol. Su hermano,
sigue con el hambre de superarse
y asumir retos. @TVAztecaJalisco
https://t.co/pnF0Wtkq1w

2 0

2

Pierde Saúl @Canelo Álva-
rez por decisión unánime ante el
boxeador ruso #DmitriBivol, se
mantiene invicto en peso semipe-
sado de la AMB. Es la segun-
da derrota para #SaulAlvarez, Los
jueces le dieron la victoria a Di-
mitry Bivol por decisión unánime
115-113 (x3). https://t.co/ziJh-
NewQMS

0 -1

3

Yo pidiendo una Genkidama
para que gane el Canelo…
@AztecaDeportes @ESPNmx
https://t.co/viV1pcb80o

0 1

4

Pick de último minuto, si hoy
el Pachuca no saca mínimo el em-
pate ante el equipo más débil de la
liga, seria un insulto hacia ellos y
afición, necesitan ganar si o si para
poder pelear por algo, y lo del Ca-
nelo pues, es Canelo, el resto es his-
toria, métanle buena lana
https://t.co/RflfOjdywB

2 -1
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Tuit Imagen Valor
Verdadero

Valor
Predicho

5
Coincido totalmente con @JM-
MarquezOf // La neta @Canelo
https://t.co/B0PDAtxC6f

1 0

6

Mira @Canelo este cinturón es
el que te hace falta Nadamas.
Si compras a mis @CHIVAS
Puede ser tuyo junto con @pe-
ladoalmeyda paquete completo.
#CaneloPlant #caneloVsPlant
https://t.co/HbXjjHNwRH

0 2

7 Con todo @Canelo
https://t.co/OtsK09JKnL 0 1

8

Llegó el día!! Voy @Canelo ¿Al-
guien piensa lo contrario? #cane-
lovsbivol #caneloalvarez

https://t.co/CYfXdCNyyo

1 -1

9 Y diay vos #Canelo
https://t.co/yHbMVfJamo -1 0

10

Las morras que se ven atrás del
cuadrilátero (que son como 6) oh
lala! Les vale la pelea, es-
tán en el celular todo el tiempo,
están platicando entre ellas y de
seguro están en lugares que valen
lo que tú y yo ganamos en dos
años pero .. oh Lala #Ca-
nelo https://t.co/1MlJMbxcJR

2 0
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4.4.6. Resumen de Resultados de la Sección

Al emplear el uso del modelo de clasificación multimodal con el conjunto de datos
MSSAID se llegó a los siguientes resultados clave sobre su aplicación que sirven para
mejorar el uso del modelo de imagen y texto propuesto:

1. Los modelos ajustados resultan ser mejores que sus respectivas versiones base y
CLIP multilingüe. Por lo tanto, es recomendable agregar al marco de trabajo, desde
un principio, el ajuste de los modelos vastos de lenguaje base con el conjunto de
datos.

2. El modelo es sensible al número de imágenes que se agregan, por lo que es indis-
pensable realizar un análisis preliminar para determinar dicho hiperparámetro de
antemano.

3. Ligado al punto anterior, los modelos de clasificación multimodal son sensibles a
las modalidades que se incluyen. De la misma forma, se debe realizar un análisis
preliminar para determinar cuál o cuáles de ellas se deben incorporar para obtener
el mejor modelo posible.

4. En este caso de uso, el texto de las imágenes no es relevante para mejorar el proceso
de clasificación.

5. Existe confusión entre contenido neutro y spam.

4.5. Resultados Modelo Imagen y Texto: MCOVMEX
En esta sección se presentan los resultados obtenidos con el modelo de imagen y texto

aplicados al conjunto de datos MCOVMEX. A diferencia del caso de uso anterior (MS-
SAID), donde se realizaron diversos experimentos adicionales para determinar el impacto
de diversos factores en los modelos de clasificación multimodal, en esta aplicación se im-
plementan las conclusiones obtenidas para obtener un mejor modelo desde el principio.
En particular, se usan únicamente modelos ajustados a los datos, se determina el número
óptimo de imágenes para los modelos y también las contribuciones de cada modalidad
para determinar las mejores.

4.5.1. Ajuste de los Modelos de Texto e Imágenes

El ajuste de los modelos base para los extractores de texto e imágenes se llevaron a
cabo con 1000 elementos de texto y 1289 imágenes en total. Los resultados del ajuste de
los distintos modelos de texto base para el MCOVMEX se pueden seguir en la Tabla 4.8
y para las imágenes, en la Tabla 4.9. Como consecuencia, el mejor modelo para texto es la
versión sin capitalizar de BETO (bert-base-spanish-wwm-uncased) y para las imágenes,
ViT (vit-base-patch16-224-in21k). En este último caso, a pesar de que la versión vit-base-
patch16-224 obtuvo un mejor rendimiento en el CCM, se optó por el primero debido a
que superó al último en las primeras tres métricas de contraste. Los modelos ajustados
finales de texto3 e imágenes4 finales se encuentran disponibles para su uso y descarga en
repositorios públicos de Hugging Face.

3https://huggingface.co/lzun/mcovmex-text
4https://huggingface.co/lzun/mcovmex-image

https://huggingface.co/lzun/mcovmex-text
https://huggingface.co/lzun/mcovmex-image
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Tabla 4.8: Resultados del proceso de ajuste de diversos modelos de imá-
genes para el módulo de extracción de características en textos del MCOV-

MEX.

Modelo Exactitud Exactitud
Balanceada Fw

1 CCM

dccuchile/bert-base-spanish-wwm-cased 0.6960 0.5441 0.6717 0.5577
dccuchile/bert-base-spanish-wwm-uncased 0.7760 0.6532 0.7548 0.6780

Tabla 4.9: Resultados del proceso de ajuste de diversos modelos de imá-
genes para el módulo de extracción de características en imágenes del

MCVOMEX.

Modelo Exactitud Exactitud
Balanceada Fw

1 CCM

google/vit-base-patch16-224-in21k 0.6436 0.4084 0.5924 0.3428
google/vit-base-patch16-224 0.5691 0.3991 0.3991 0.3991
WinKawaks/vit-tiny-patch16-224 0.6117 0.4155 0.5851 0.3066
microsoft/swin-tiny-patch4-window7-224 0.5638 0.3453 0.5131 0.1715
microsoft/swin-base-patch4-window7-224 0.6383 0.4408 0.6039 0.3428
microsoft/swinv2-tiny-patch4-window16-256 0.5585 0.3872 0.5401 0.2324

4.5.2. Ajuste de Hiperparámetros para la Fusión por Codificador

Del mismo modo que en el caso del MSSAID, se debe empezar el trabajo con la fusión
por codificador y la selección óptima de hiperparámetros: cantidad de capas y número
de cabezales por capa. En este caso, de las lecciones aprendidas de los experimentos
con el MSSAID, no se exploran los casos de los modelos base y CLIP multilingüe. Sin
embargo, ahora se determina el número óptimo de los hiperparámetros mencionados
anteriormente para diferentes cantidades de imágenes que se agregan a los modelos. Es
decir, se exploran los modelos con la primera imagen, las primeras dos, las primeras tres
y, finalmente, todas las imágenes disponibles. Lo anterior se realiza con la finalidad de
explorar mejor el impacto, desde un inicio, de las imágenes en diferentes cantidades en los
modelos de clasificación multimodal. Debido al mayor número de elementos con los que
se debe trabajar, se encontró que en varios de los experimentos no fue posible determinar
valores por encima de 256 cabezales, por lo que se limitó este hiperparámetro a dicho
valor.

Los mapas de calor que se obtienen como resultado de los experimentos se pueden
consultar en la Figura 4.17 y los hiperparámetros seleccionados para cada combinación
en la Tabla 4.10. A diferencia de los resultados del MSSAID, los mapas de calor del MC-
VOMEX plasman resultados más altos según el CCM. Sin embargo, la mayor diferencia
es que ahora se necesitan entre una y dos capas de codificador para obtener los mejo-
res resultados, reflejando que se necesita una arquitectura más compleja para extraer
información de más datos.
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(A) (B) (C)

(D) (E) (F)

(G) (H) (I)

Figura 4.17: Mapas de calor generados según el CCM para los distintos
modelos de clasificación multimodal al considerar diferentes combinaciones
de cabezales de autoatención y número de capas. (A) La primera imagen,
sólo imágenes; (B) la primera imagen, con imágenes y texto en imágenes;
(C) las primeras dos imágenes, sólo imágenes; (D) las primeras dos imá-
genes, con imágenes y texto en imágenes; (E) las primeras tres imágenes,
sólo imágenes; (F) las primeras tres imágenes, con imágenes y texto en
imágenes; (G) todas las imágenes disponibles, sólo imágenes; (H) todas
las imágenes disponibles, con imágenes y texto en imágenes; e (I) única-

mente texto. Fuente: elaboración propia.
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Tabla 4.10: Hiperparámetros seleccionados para cada combinación de los
modelos ajustados y número máximos de imágenes. Para las modalidades

T: texto, I: imágenes, TI: texto en imágenes.

Modalidades Número de
Imágenes Capas Cabezales

T+I+TI

1 1 256
2 1 96
3 2 128
4 1 96

T+I

1 2 24
2 2 48
3 2 24
4 2 64

T 4 12
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4.5.3. Resultados de Clasificación del Modelo Imagen y Texto

Los resultados del modelo de imagen y texto para el conjunto de datos MCOVMEX
se pueden apreciar en la Figura 4.18 y la tabla con los datos completos se puede consultar
en el Apéndice C. Se puede observar que el mejor modelo obtenido utiliza fusión por suma
logrando un CCM de 94.26 % al incorporar únicamente imágenes, considerando hasta las
primeras tres de ellas en el sistema. Una vez más, la fusión por suma es superior a la
fusión por codificador y agregar texto en imágenes no ayuda al proceso de clasificación.
Por otro lado, la matriz de confusión y los embeddings en dos dimensiones generados por
este mejor modelo de clasificación se siguen en la Figura 4.19. Se puede apreciar que la
matriz de confusión exhibe una diagonal muy marcada, indicando una gran capacidad
para predecir todas las clases de forma satisfactoria. Similar al caso del MSSAID, se logra
apreciar cierta confusión entre los mensajes que son spam que se etiquetan como neutros
y entre positivos y negativos. Las proyecciones de los embeddings expresan regiones claras
para cada polaridad de sentimientos, con ligeros empalmes ente negativo y positivo, y
para spam y neutral.

Con el mejor modelo ya entrenado, se procedió a utilizarlo para anotar todo el con-
junto de datos restante para explorar la polaridad del mismo. El resultado final, filtrado
por mes y año, se puede observar en la Figura 4.20. En la imagen se muestra la tendencia
del COVID como tema a través del tiempo, perdiendo relevancia conforme sale del 2021.
En general, la mayor cantidad de los mensajes son neutros.

4.5.4. Análisis de Error

A continuación, en la Tabla 4.7 se presenta una colección de cuatro tuits cuya clasi-
ficación por el mejor modelo multimodal fue errónea para realizar un breve análisis de
error. El primer error es un claro ejemplo de sarcasmo, elemento que cambia el valor de
la polaridad del mensaje, al describir algo positivo pero que en realidad es negativo. En
el segundo ejemplo, se tiene una mezcla de sentimientos donde los anotadores concluyen
que predomina el sentimiento positivo. En este caso, el sistema no logra determinar cual
sentimiento es el más fuerte ya que se presentan ambos en la publicación y la imagen
ciertamente no aporta información adicional para lograr diferenciarlo.

Por otro lado, el tercer ejemplo es otro caso donde se necesita una comprensión de
lectura en la imagen, aunque en esta ocasión no todo el texto es relevante. El sistema
en general no logra determinar que la donación de sangre es algo urgente y negativo.
Finalmente, el último caso se cataloga como spam ya que las vacunas son veterinarias y
no del COVID. El sistema no logra determinar a partir de la imagen esta información
y, por lo tanto, no liga ambos pedazos de información correctamente y lo cataloga como
neutro. Este caso eleva la importancia de sistemas que comprendan las imágenes en un
nivel más alto, en este caso, al agregar compresión de lectura.
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Figura 4.18: Resultados del sistema de clasificación multimodal al con-
siderar diferentes cantidades de imágenes y métodos de fusión para el
MCOVMEX. T: texto, I: imágenes, TI: texto en imágenes. Fuente: elabo-

ración propia.

(A) (B)

Figura 4.19: (A) Matriz de confusión y (B) proyecciones 2D de los em-
beddings del mejor modelo obtenido: 96.00 % CCM para tuits fusionados
por fusión por suma, BETO y ViT ajustados, texto e imágenes, conside-
rando únicamente las primeras tres imágenes de cada publicación. Fuente:

elaboración propia.
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Tabla 4.11: Tuits seleccionados para el análisis de error del MCOVMEX.

Tuit Imagen Valor
Verdadero

Valor
Predicho

1

Éste niño nació en un México con
gobernantes que proveían de salud
y vacunas para los recién nacidos.
Nació y tuvo la suerte de tener ac-
ceso a una operación que le pudo
haber costado la vida sí sus padres
no hubieran tenido la fortuna de
acceder a servicios médicos de cali-
dad &gt;2 https://t.co/UqLsWC-
TizP

-1 1

2

Me ando retorciendo del dolor
por la reacción de la vacuna.
Pero nada que no pueda arreglar
@LeyendasPodcast @ElBadiablo
@NingunEduardo @MarioLopez-
Capi https://t.co/VMnh7Uw8cq

1 -1

3

¡Ella lucha no solo por su vida,
también por la de su bebé de 6
meses ! Se solicitan DONADO-
RES DE SANGRE para Vasthy

#Covid19 Ella es parte del
personal de salud que ha esta-
do activo durante la contingen-
cia (Química del laboratorio del
Isssteson) . Favor de compartir.
https://t.co/AAXxFG3aDX

-1 1

4

Llegó la vacuna para continuar
la promoción de 3 x 2 hasta
el 30 de septiembre Aprovecha
https://t.co/krkQSLVLkR

2 0

4.5.5. Resumen de Resultados de la Sección

De los experimentos llevados a cabo con el conjunto de datos MCOVMEX se llegó a
los siguientes resultados principales:

1. En el caso del MCOVMEX, la modalidad del texto se alinea de mejor manera
con el sentimiento general de las publicaciones. Sin embargo, agregar las imágenes
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Figura 4.20: Distribución del sentimiento general de las publicaciones de
X según el mes y año de su publicación. Fuente: elaboración propia.

contribuye a la mejora de la correcta detección de la polaridad del sentimiento
general de una publicación.

2. Al contrario que con el caso del MSSAID, las transiciones mostradas por el diagrama
de Sankey en la Figura 4.7 no son tan notorias.

3. Se vuelve a confirmar que el mejor modelo necesita únicamente del texto y las
imágenes, es decir, el texto en las imágenes no es relevante. Sin embargo, el hiper-
parámetro del número de imágenes que se deben considerar es diferente: ahora es
3, con el MSSAID fue 1.

4. Permanece la confusión entre contenido que se cataloga como spam y neutro.

4.6. Discusión Final
Los resultados obtenidos en los experimentos permiten determinar que el modelo de

imagen y texto propuesto mejora la clasificación de las publicaciones para determinar
la polaridad general de las mismas, en especial si se compara con aquellas que usan
únicamente texto. También, se manifiesta una dominancia de la fusión por suma sobre la
fusión por codificador. A pesar del mecanismo más complejo que sustenta la idea de la
fusión por codificador, la regla de sumar los embeddings correspondientes al token [CLS]
de cada modelo ajustado es la mejor, tanto en resultados obtenidos como en tiempo
computacional ya que es más sencilla de obtener. En la misma línea, todo apunta a que
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agregar texto en imágenes resulta ser poco útil y únicamente es necesario considerar
texto e imágenes. Sin embargo, esta conclusión puede deberse a que el proceso necesita
realizarse de una manera más compleja. Por ejemplo, Sidorov et al. [151] introducen el
problema de subtitulado de imágenes con comprensión de lectura donde se recalca la
necesidad de una mejor compresión de las imágenes para entender lo que se expresa a
través de ellas, especialmente cuando existe texto incrustado y como se relaciona con su
entorno. En el análisis de error del MSSAID y el MCOVMEX es posible apreciar que
este caso originó algunos errores de clasificación, por lo que tal adición puede presentar
una mejora significativa.

Ligado al punto anterior, es relevante discutir acerca de las imágenes con texto, un
formato popular en redes sociales donde destacan los memes. En particular, se puede
argumentar que analizar el texto de la imagen por separado no supone ninguna ventaja
adicional a los sistemas. Sin embargo, agregar las imágenes ayuda considerablemente
al rendimiento general de los modelos. Esto apunta a que el meme es un caso especial
de multimodalidad donde el texto forma parte intrínseca de la imagen y aislar ambos
elementos es poco útil: se deben proponer mejores métodos para analizar la fusión de
modalidades al mismo tiempo y no por separado, lo cual agrega una capa adicional de
complejidad al proceso de clasificación multimodal.

Los experimentos del número de imágenes llevados a cabo con el conjunto de da-
tos MSSAID arrojó resultados importantes que permitieron mejorar el modelo para el
MCOVMEX. A diferencia de los conjuntos de datos usuales que se manejan para la tarea
de análisis multimodal de imagen y texto (Tabla 1.1), no es del todo evidente cómo la
incorporación de múltiples (más de una) imágenes afecta los modelos de aprendizaje ya
que todos consideran una sola. En particular, los resultados muestran que, en efecto,
se debe realizar este análisis de forma previa para determinar el número adecuado de
imágenes ya que no es el mismo para todos los casos y presenta una mejora significativa.
Aún más, no se sabe, cuando existen múltiples imágenes, cuál de ellas o qué combinación
de ellas es la más importante (¿la primera, la segunda, la tercera con la cuarta?) o la que
puede proporcionar más información al texto en turno. Una posible opción es realizar un
modelo preliminar con las imágenes como lo hacen Vempala and Preoţiuc-Pietro [152]
para determinar cuáles son las más relevantes y cuales no aportan significado adicional.

Finalmente, las matrices de confusión de los mejores modelos (Figuras 4.16 y 4.19)
demuestran buenas capacidades en general para discriminar clases positivas y negati-
vas. Sin embargo, existe una confusión entre contenido catalogado como spam y neutro.
Se puede debatir sobre la necesidad de crear la cuarta clase de spam y juntarla con el
contenido neutro. Por un lado el spam no es un sentimiento y su incorporación podría
aumentar las métricas de rendimiento considerablemente. Sin embargo, el spam, al ser
abundante en redes sociales, presenta la oportunidad de crear sistemas de detección tem-
prana que pueden beneficiar a los sistemas de análisis de sentimientos, evitando el ruido
que aportan a los modelos, mejorando el análisis de datos y optimizando su rendimiento
general.

Los conjuntos de datos analizados presentan resultados contrastantes. Por un lado,
el mejor modelo del MSSAID presenta un CCM del 67.17 % y una exactitud balanceada
del 72.10 %, que no logra superar al modelo preliminar con un resultado del 74.74 % en
esta última métrica. Lo anterior se puede deber al modelo de la MVS que se entrena con
pocos datos (607) que no rebasan la dimensión de los modelos de BETO (768). Además,
se presenta una mayor cantidad de transiciones de sentimiento entre las parte negativa
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y positiva, apuntando a la presencia de situaciones como sarcasmo e ironía. Se puede
concluir, además, que la estrategia adoptada de ajustar los modelos base es correcta y
que CLIP multilingüe no es un modelo adecuado debido a que no existe una versión
dedicada para el español. En contraste, el MCVOMEX es un conjunto de datos donde
el texto se alinea mejor con el sentimiento general del texto. Lo anterior se refleja al
presentar un resultado base (al considerar únicamente texto) de 88.84 % de CCM. A
pesar de esto, incorporar hasta las tres primeras imágenes ayuda a mejorar los resultados
del modelo de imagen y texto, elevando el rendimiento del sistema a un 94.26 % de CCM.

Cabe resaltar el hecho de que, a pesar de los buenos resultados obtenidos por BETO,
estos modelos presentan ciertas limitantes. Para el español, existen opciones limitadas
para elegir sobre otros modelos vastos de lenguaje ya que la mayoría de los esfuerzos se
orientan hacia el inglés y, de los ejercicios con CLIP multilingüe, se puede concluir que
no son una buena opción cuando se tienen versiones dedicadas para cada idioma. En el
hub de Hugging Face, al buscar «spanish» en la categoría de modelos para clasificación
de texto, se obtienen (para abril de 2025, fecha en la que se realizó la consulta) apenas
291 modelos, en contraste de los 92,168 que existen en total: apenas el 0.31 % del total de
los modelos para dicha tarea. Muchos de esos modelos no son útiles ya que se encuentran
ajustados para tareas específicas, por lo que la cantidad de modelos viables se vuelve aún
más pequeña. Por otro lado, BERT (y sus variantes), aunque provechoso, se está haciendo
viejo: la versión grande de BERT cuenta con 340 millones de parámetros, mientras que la
versión de Llamma 4 cuenta con 109 mil millones de parámetros activos. Además, muchos
de los modelos vastos de lenguaje que forman parte del estado del arte se encuentran fuera
del libre acceso, lo cual complica el entrenamiento de versiones especializadas como las
que se ajustaron en este trabajo que se pueden hacer de uso libre para el público.

Otra limitante es el cierre de las APIs para la recolección de información. Afortuna-
damente, se logró recolectar información antes de la compra de Twitter y su posterior
transformación en X. Esto significó para la API su completa monetización y la pérdida de
los accesos académicos a los datos. Lo anterior ocasiona una grave privación para trabajos
académicos que complica el estudio de diversos fenómenos en la red social, especialmente
cuando la información se encuentra detrás de una barrera de pago.

Por último, es importante mencionar que el modelo propuesto permite trabajar con
datos de diversos temas, haciendo énfasis en su versatilidad. Aunque en el presente trabajo
se delimitó el análisis a peleas de un boxeador mexicano y un enfoque general del COVID-
19 en México, se puede recolectar datos y anotarlos usando el esquema propuesto en
la Sección 3.1. En consecuencia, se puede entrenar un modelo base para el texto y las
imágenes, aplicar el método de fusión por suma (dado que es el mejor), elegir un algoritmo
de clasificación y obtener un modelo de clasificación multimodal general para trabajar
con texto y múltiples imágenes de redes sociales.

4.7. Disponibilidad de Códigos
Para facilitar la accesibilidad y reproducibilidad de los resultados expuestos en esta

investigación, se facilita el acceso a los códigos en Python utilizados para procesar y
analizar los datos con los modelos de imagen y texto propuestos para el conjunto de
datos MSSAID y MCOVMEX. Los enlaces correspondientes se pueden consultar en la
Tabla 4.12.
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Repositorio Enlace

Análisis del MSSAID https://github.com/lzun/mssaid-msa
Demo del MCOVMEX https://huggingface.co/spaces/lzun/multimodal-covid-19-spanish

Tabla 4.12: Repositorios con los códigos utilizados en el presente trabajo
del MSSAID y un demo con una herramienta desarrollada para el MCOV-

MEX con los resultados obtenidos.

https://github.com/lzun/mssaid-msa
https://huggingface.co/spaces/lzun/multimodal-covid-19-spanish
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Capítulo 5

Conclusiones

A lo largo del trabajo de investigación se presentó un modelo de clasificación mul-
timodal para trabajar con múltiples imágenes y texto en español de publicaciones de
redes sociales. Con este fin, se construyeron dos conjuntos de datos con un esquema de
anotación especial. Además, se propuso un marco de trabajo para extraer características
de cada modalidad (texto, imagen y texto en imágenes) mediante el entrenamiento de
modelos base de BETO y ViT, para después fusionar las representaciones vectoriales
usando dos métodos de fusión: fusión por suma y fusión por codificador. A continuación
se presentan las respuestas a las preguntas de investigación planteadas en la Sección 1.4
y el trabajo futuro.

5.1. Respuestas a las Preguntas de Investigación
P1. En el caso del problema de imágenes y texto, el trabajo previo apunta a
un sesgo generado por los conjuntos de datos disponibles. ¿Cómo se pueden
enfocar las aplicaciones para otros idiomas distintos al inglés, en particular
el español?

Se crearon dos conjuntos de datos usando información de X sobre eventos relevan-
tes en México enfocados en el idioma español y el dialecto mexicano: el MSSAID y el
MCOVMEX. A diferencia de conjuntos de datos en el campo, resalta la inclusión de
varias imágenes que acompañen una publicación. Se propone un esquema de anotación
que incluye la anotación por separado y en conjunto de texto e imágenes en cuatro clases:
negativo (-1), neutral (0), positivo (+1) y spam (+2). Dicho esquema permitió obtener
una mejor configuración y entendimiento necesario para entrenar los modelos propuestos
y el análisis de diferentes componentes, tanto de forma individual como en conjunto.

A pesar del tamaño y la poca diversidad de temas presentes en los conjuntos de
datos, los elementos que los caracterizan permiten crear un ambiente más controlado
para evaluar futuros avances metodológicos antes de aplicarse a conjuntos de datos más
grandes.

P2. ¿Es posible crear sistemas de análisis de sentimientos multimodal para
que trabajen con múltiples imágenes al mismo tiempo?

En este trabajo se propuso una metodología que emplea modelos de lenguaje (BETO)
y visión (ViT) basados en la arquitectura de Transformer para crear un sistema de análisis
de sentimientos multimodal aplicado a dos conjuntos de datos en español. La metodología
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incluye la extracción de características de texto, imágenes y texto en imágenes de las
publicaciones.

Para fusionar los datos, se expusieron dos estrategias: la fusión por suma y la fusión
por codificador. La primera aprovecha la presencia del token especial para clasificación
ubicado al inicio de las secuencias de embeddings [CLS] y crea una regla donde los suma
para obtener la representación final de las modalidades. Por otro lado, la fusión por suma
aprovecha el mecanismo de autoatención del Transformer para analizar el contexto de las
secuencias de los datos de entrada. Se concatentan los embeddings de cada modalidad
y se analiza con capas de codificador del Transformer para obtener la representación
fusionada de las modalidades presentes en una publicación. Ambas modalidades permiten
incorporar múltiples imágenes de forma nativa.

Finalmente, la representación final de las modalidades se alimenta a una MVS con
entrenamiento penalizado para obtener la clase de cada publicación.

P3. ¿Cómo impacta el número de imágenes consideradas al sistema de análisis
de sentimientos multimodal?

El modelo de clasificación de imagen y texto propuesto presenta buenos beneficios al
determinar las clases positiva y negativa, tanto en el MSSAID como con el MCOVMEX.
El mejor modelo del MSSAID considera texto y la primera imagen con fusión por suma,
logrando un 67.17 % de CCM. Para el MCVOMEX, se considera texto y hasta las primeras
tres imágenes con fusión por suma, logrando un 94.26 % de CCM.

El método de fusión por suma obtuvo los mejores resultados con un bajo costo compu-
tacional. Además, el número variable de imágenes debe ser considerado de antemano como
un hiperparámetro de los modelos, ya que al contener un número entre una y cuatro de
ellas, no se sabe el valor indicado para obtener el mejor modelo de clasificación. Este
resultado se obtuvo de los experimentos llevados a cabo en el conjunto de datos MSSAID
(Sección 4.4.4) para aplicarse después al MCVOMEX.

P4 ¿Cuál es el impacto del texto incrustado en imágenes a los modelos de
imagen y texto de análisis de sentimientos multimodal?

Gracias a los resultados del experimento sobre el impacto de las modalidades en los
datos (Sección 4.4.4) en el MSSAID, se concluye que agregar el texto incrustado en las
imágenes no es relevante para el proceso y solo se necesita incluir las imágenes.

P5 El contenido catalogado como spam en redes sociales no se considera un
problema lo suficientemente relevante como para ser incluido dentro de los
modelos de clasificación. ¿Cómo se puede incluir este tipo de datos dentro
de un marco de trabajo para el análisis de sentimientos multimodal y cómo
afecta su incorporación?

Gracias a los experimentos de proyección de los embeddings en la Sección 4.4.4 se
detectó que las publicaciones neutrales se confunden con aquellas que se catalogan como
spam. Lo anterior se confirma al analizar la matriz de confusión del mejor modelo (Figu-
ras 4.16 y 4.19), tanto para el MSSAID como el MCOVMEX, donde se detectan errores
de clasificación entre dichas clases.
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5.2. Trabajo Futuro
El trabajo futuro consiste en superar varias limitaciones presentes en el marco pro-

puesto. En primer lugar, con respecto al conjunto de datos, se busca ampliar la evaluación
de los modelos con conjuntos de datos más amplios y diversos. Por otro lado, existe la
oportunidad de incorporar nuevos modelos de fusión, como la fusión de tensores o ar-
quitecturas más complejas basadas en Transfomer, particularmente en el contexto de
conjuntos de datos más amplios y con mayor diversidad temática, para explorar a fondo
la generalización del análisis multimodal de sentimientos. Ligado a este punto, surge la
oportunidad de usar una red neuronal densa como algoritmo de clasificación en lugar de
la MVS para explorar si su inclusión mejora el proceso de fusión por codificador.

Existen nuevos sistemas de ROC basados en Transformer y modelos de lenguaje de
visión para explorar y mejorar la detección en diversas imágenes de redes sociales. Por
lo tanto, existen nuevas maneras de mejorar el sistema de ROC utilizado en el marco
propuesto y determinar si dichas herramientas justifican la inclusión de texto en imágenes
al marco multimodal.

Si bien los modelos basados en BERT han mostrado resultados prometedores en dife-
rentes aplicaciones, modelos vastos de lenguaje más recientes con más parámetros podrían
mejorar el rendimiento general del modelo multimodal. Además, existe la oportunidad
de abordar el problema de determinar qué imágenes de una colección aportan significado
al texto de una publicación en redes sociales y complementan aún más su significado.

Finalmente, se enfatiza la necesidad de mejorar la detección de contenido spam en
redes sociales digitales. Una opción es probar un sistema de dos pasos que fusiona las
clases neutrales y spam en una sola superclase para trabajar con un problema de clasifi-
cación de tres clases y luego construir un segundo clasificador para separar la superclase
fusionada.

En conclusión, el marco de Análisis de Sentimiento Multimodal propuesto proporciona
un punto de partida para investigaciones adicionales y futuras aplicaciones.
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Apéndice A

Instrucciones de Anotación para
el Multimodal COVID19 Mexico

El conjunto de datos que se busca anotar consta de 1000 tuits (en ese entonces todavía
Twitter) que se extrajeron usando como términos de consulta aquellos relacionados con
el COVID en México entre 2020 y 2023.

El conjunto de datos recopila una gran cantidad de datos de múltiples etapas del fe-
nómeno, por lo que se espera cubrir distintos aspectos relacionados con este. Por ejemplo,
se espera que aparezcan mensajes sobre COVID y política pública, COVID y educación,
COVID y deportes, COVID y salud pública, COVID y relaciones internacionales, por
mencionar algunos. Por lo tanto, es necesario, al momento de considerar toda la informa-
ción disponible, ubicarse dentro de ese aspecto particular del COVID para determinar el
sentimiento de cada aspecto que se pide a continuación. Por ejemplo, dentro del deporte,
se espera encontrar que el COVID paró muchas actividades (algo negativo), pero una vez
superada la emergencia, poco a poco las competencias se fueron reactivando con éxito
(algo positivo).

La tarea principal es anotar el sentimiento de texto e imágenes del conjunto de datos
que se proporciona usando el siguiente esquema de anotación, donde se explica lo que
indica cada clase:

-1 para tuits negativos. Es decir, aquellas publicaciones que muestran claramente
un sentimiento negativo predominante en su mensaje. Esto incluye mensajes so-
bre defunciones, problemas del personal médico, críticas hacia figuras públicas o
decisiones tomadas por ellos, etc.

0 para tuits neutros. Esta categoría incluye publicaciones que no demuestran sen-
timiento preponderante alguno, pero cuyo tema se relaciona con el COVID. Esta
categoría reúne principalmente a las publicaciones objetivas de medios noticiosos
que dirigen tráfico a un sitio web (página web o canal de YouTube, por ejemplo).

+1 para tuits positivos. Es decir, aquellas publicaciones que muestran claramente un
sentimiento positivo predominante en su mensaje. Esto incluye mensajes de apoyo
emocional, declaraciones positivas de salud, crítica positiva hacia algún desarrollo
de la pandemia como las vacunas, etc.

+2 para spam. Es posible encontrar mensajes que no hablan sobre el COVID. Por
ejemplo, publicaciones que se cuelguen de las tendencias para vender productos o
dirigir tráfico hacia otros sitios con fines de lucro o captar la atención de los usuarios
con otros fines.
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En el caso de las imágenes, se debe acceder a cada enlace para acceder a ellas. Es
posible que una o varias imágenes no se encuentren disponibles ya que el autor las borró
o bien, la cuenta que las publicó ya no existe en el sistema. En dado caso, usar el valor -2
para indicar que la imagen no se encuentra disponible. Para anotar el sentimiento de cada
imagen, se debe usar la misma guía que en el caso del texto. Sin embargo, se debe anotar
el sentimiento que causa la imagen al momento de analizar todos sus componentes.

-1 para imágenes que evoquen sentimientos negativos. Por ejemplo, ira, tristeza,
confusión, confusión, etc.

0 para imágenes que no evoquen ningún sentimiento. Esto incluye imágenes infor-
mativas como miniaturas de videos o infografías.

+1 para imágenes que evoquen sentimientos positivos. Por ejemplo, felicidad, es-
peranza, alivio, etc.

+2 para imágenes que no tengan nada que ver con el COVID. Por ejemplo, conte-
nido para adultos, imágenes con fines de lucro, información falsa, menús de restau-
rantes, fotos de comida, etc.

-2 si la imagen no se encuentra disponible al momento de realizar la consulta co-
rrespondiente.

Se debe tener particular atención con aquellas imágenes que tengan texto incrustado
en ellas, como lo son memes o similares al caso de la Figura A.1:

Figura A.1: Ejemplo de una imagen con texto incrustado en ella. Fuente:
X.

En esta situación, se debe vigilar cómo interactúa el texto con las imágenes y tenerlo
en cuenta al momento de anotar el sentimiento correspondiente de la imagen.

En total, se deben anotar los siguientes campos de un tuit, que aparecen en las última
columna del archivo de Google Sheets:

1. El sentimiento presente en el texto en la columna text_sentiment.

2. El sentimiento presente en cada una de las imágenes presentes en el tuit, que pueden
ser de una a cuatro. En este caso, el sentimiento es el que genera cada imagen de
forma individual, en la columnas image_sent_1, image_sent_2, image_sent_3,
image_sent_4.
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3. El sentimiento que generan las imágenes en conjunto en la columna img_ove-
rall_sent.

4. El sentimiento que genera la combinación de texto e imágenes en conjunto en la
columna overall_sent.

5. El sentimiento presente en el texto incrustado en las imágenes, si es que lo hay en
alguna de ellas. Si hay más de una imagen con texto en el tuit, anotar el sentimiento
como una lista separada por comas, e.g, 1,2 para dos imágenes, o 1,0,0 para tres,
etc.

Algunos ejemplos:

Figura A.2: Primer ejemplo del conjunto de datos. Fuente: X.

Para el ejemplo de la Figura A.2:

El texto expresa preocupación, por lo que se puede considerar negativo.

La imagen en general, puede considerarse neutra al ser informativa, en lo general.

Al considerar ambos elementos en conjunto, el tuit tiene una carga en su mayoría
negativa.
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Aunque hay texto en la imagen, no lo vamos a considerar ya que necesitamos que
tenga una estructura similar a un meme o un video corto donde se emita una
opinión. No hay sentimiento de texto en imágenes.

Figura A.3: Segundo ejemplo del conjunto de datos. Fuente: X.

Para el ejemplo de la Figura A.3:

Sentimiento negativo en el texto ya que es una crítica sobre el manejo del COVID
en México por parte de las autoridades.

La imagen tiene texto incrustado que nos interesa, el cual es negativo por la refe-
rencia a Díaz Ordaz.

La imagen, analizándola toda, es negativa ya que es una crítica hacia el gobierno
en turno.

Juntando texto e imagen, el sentimiento del tuit es negativo.
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Figura A.4: Tercer ejemplo del conjunto de datos. Fuente: X.

Para el ejemplo de la Figura A.4:

El texto del tuit si se relaciona con el COVID, aunque no con la enfermedad en sí
misma. Estos casos pueden etiquetarse como positivos si se considera que el mensaje
implica un mensaje o situación de apoyo, o que ayuda a aliviar la carga que causó
la enfermedad. Por otro lado, se puede considerar neutro ya que el mensaje cuenta
con una estructura más cercana a una noticia o reportaje.

Se tienen cuatro imágenes, por lo que cada una de ellas debe tener su propia etiqueta
de sentimiento.

En general, el tuit tiene una carga neutra. Sin embargo, también se puede considerar
positiva según el criterio del anotador por el mensaje de “salir adelante en esta etapa
de crisis”.
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Figura A.5: Cuarto ejemplo del conjunto de datos. Fuente: X.

Para el ejemplo de la Figura A.5:

Otro elemento común es que el COVID se encuentre como un tema acompañado
de otros, aunque no sea el principal, similar al caso del boxeador anterior. No se
debe considerar spam.

En este caso, tanto el texto, la imagen y el sentimiento general del tuit son negativos.
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Figura A.6: Quinto ejemplo del conjunto de datos. Fuente: X.

Para el ejemplo de la Figura A.6:

Cuenta oficial cuyo fin es informar. Por lo tanto todo se considera neutral (texto,
imagen y sentimiento general del tuit).

Aunque la imagen tiene texto, este no nos interesa al ser una infografía.

La imagen al ser infografía, se considera neutra.
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Apéndice B

Resultados Completos
Experimentos del Número
Máximo de Imágenes en MSSAID

Tabla B.1: Resultados completos de los experimentos del número máximo
de imágenes con el conjunto de datos MSSAID. Los valores de kC y kγ

apuntan al valor de C = 2kC y γ = 2kγ , respectivamente, de la MVS. En
negritas se resalta el mejor resultado obtenido

Modalidades Método de
Fusión Modelo Imágenes Exactitud Exactitud

Balanceada Fw
1 CCM kC kγ

T+I

Fusión
Suma

M-CLIP

1 0.5522 0.5270 0.5564 0.3547 1.1250 -6.0000
2 0.5224 0.5213 0.5452 0.3631 3.0000 -10.0000
3 0.5075 0.4985 0.5317 0.3363 3.5000 -10.5000
4 0.4776 0.4660 0.4994 0.2931 7.6250 -14.6250

Modelos
Base

1 0.6716 0.6319 0.6739 0.5103 1.6250 -7.6250
2 0.6418 0.5899 0.6409 0.4705 1.7656 -7.7031
3 0.5970 0.5637 0.5985 0.4189 1.2500 -7.7500
4 0.6119 0.5713 0.6109 0.4362 1.3125 -7.5625

Modelos
Ajustados

1 0.7761 0.7210 0.7776 0.6717 2.6875 -6.3750
2 0.7313 0.6634 0.7325 0.6008 9.9063 -15.7188
3 0.7164 0.6407 0.7176 0.5766 7.1250 -13.2500
4 0.7313 0.6657 0.7310 0.5986 9.0000 -15.2500

Fusión
Codificador

M-CLIP

1 0.2239 0.1427 0.2320 -0.1280 -0.5000 -9.2500
2 0.1642 0.1311 0.1819 -0.1545 4.6250 -13.1250
3 0.4925 0.2500 0.3251 0.0000 0.1250 -8.1250
4 0.4925 0.2500 0.3251 0.0000 -0.6250 -11.1250

Modelos
Base

1 0.5075 0.4542 0.5175 0.3031 0.6875 -7.9688
2 0.5522 0.4653 0.5347 0.3255 1.5625 -7.6875
3 0.5075 0.4460 0.4949 0.2762 1.0313 -8.1250
4 0.4776 0.4345 0.4893 0.2560 2.2500 -10.7500

Modelos
Ajustados

1 0.7612 0.7054 0.7615 0.6457 0.7656 -9.6250
2 0.7313 0.6599 0.7334 0.6001 1.2031 -9.8438
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Modalidades Método de
Fusión Modelo Imágenes Exactitud Exactitud

Balanceada Fw
1 CCM kC kγ

3 0.7015 0.6540 0.7060 0.5668 2.8750 -8.5000
4 0.7164 0.6442 0.7181 0.5821 1.0000 -9.2500

T+I+TI

Fusión
Suma

M-CLIP

1 0.5224 0.5364 0.5384 0.3631 7.0000 -14.0000
2 0.5075 0.5311 0.5237 0.3441 6.1875 -13.4375
3 0.4776 0.4834 0.4947 0.2884 6.8125 -14.0625
4 0.4776 0.4950 0.4939 0.3008 9.9219 -17.0156

Modelos
Base

1 0.5522 0.5654 0.5614 0.3898 1.7500 -9.7500
2 0.5075 0.5136 0.5203 0.3231 1.8672 -10.5078
3 0.6119 0.6108 0.6235 0.4637 5.0000 -12.0000
4 0.5075 0.5136 0.5221 0.3352 1.8750 -10.8750

Modelos
Ajustados

1 0.7313 0.6925 0.7428 0.6115 5.0000 -10.7500
2 0.7164 0.6487 0.7222 0.5847 6.7500 -13.0000
3 0.7313 0.6679 0.7370 0.6052 10.3750 -16.6250
4 0.7313 0.6679 0.7370 0.6052 11.1875 -17.3750

Fusión
Codificador

M-CLIP

1 0.2537 0.1811 0.2379 -0.0913 0.2500 -12.0000
2 0.1940 0.2182 0.1899 -0.0219 0.0625 -11.4219
3 0.4925 0.2500 0.3251 0.0000 -1.0000 -9.0000
4 0.4925 0.2500 0.3251 0.0000 -2.0000 -13.5000

Modelos
Base

1 0.4776 0.4519 0.4923 0.2739 2.0000 -10.0000
2 0.5522 0.4863 0.5600 0.3445 0.8945 -7.5703
3 0.5224 0.4712 0.5334 0.3125 2.0000 -9.0000
4 0.5672 0.4728 0.5405 0.3285 1.1250 -7.2813

Modelos
Ajustados

1 0.6567 0.5719 0.6596 0.4959 3.5625 -9.3750
2 0.7164 0.6407 0.7191 0.5788 0.2500 -8.7500
3 0.7164 0.6464 0.7174 0.5796 0.1250 -6.8438
4 0.6567 0.5603 0.6543 0.4883 3.0000 -11.0000
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Apéndice C

Resultados Completos
Experimentos del Número
Máximo de Imágenes en
MCOVMEX

Tabla C.1: Resultados completos de los experimentos del número máximo
de imágenes con el conjunto de datos MCOVMEX. T: texto, I: imágenes,
TI: texto en imágenes. Los valores de kC y kγ apuntan al valor de C = 2kC

y γ = 2kγ , respectivamente, de la MVS. En negritas se resalta el mejor
resultado obtenido.

Fusión Modalidades Imágenes Exactitud Exactitud
Balanceada Fw

1 CCM kC kγ

Fusión
Suma

T+I+TI

1 0.8800 0.8651 0.8821 0.8303 8.3438 -16.0313
2 0.8900 0.8723 0.8916 0.8431 1.3380 -14.5000
3 0.8800 0.8657 0.8835 0.8304 8.2969 -16.6250
4 0.9200 0.8931 0.9202 0.8848 7.0000 -14.0000

T+I

1 0.9500 0.9389 0.9499 0.9285 8.2500 -15.2500
2 0.9400 0.9317 0.9396 0.9146 5.8750 -12.3750
3 0.9600 0.9460 0.9600 0.9426 7.5000 -13.2500
4 0.9500 0.9389 0.9499 0.9285 5.0000 -11.7500

T 0.9300 0.9246 0.9311 0.9020 5.0000 -13.7500

Fusión
Codificador

T+I+TI

1 0.9000 0.9032 0.9004 0.8627 -6.2500 -12.5000
2 0.9000 0.9032 0.9004 0.8627 -4.2500 -14.7500
3 0.9200 0.9174 0.9192 0.8877 6.0000 -14.0000
4 0.9400 0.9317 0.9407 0.9152 -6.2500 -12.5000

T+I

1 0.9200 0.9174 0.9196 0.8880 5.7500 -14.0000
2 0.9200 0.9174 0.9205 0.8884 -6.2500 -10.5000
3 0.9100 0.9103 0.9097 0.8749 -4.2500 -13.5000
4 0.9200 0.9174 0.9205 0.8884 -6.2500 -10.5000

T 0.9200 0.9174 0.9205 0.8884 2.5000 -11.7500
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Apéndice D

Proyecto Imagen de México

Adicional al proyecto de clasificación de polaridad multimodal, durante el programa
de posgrado se participó en diversas colaboraciones que sirvieron de proyectos prelimi-
nares para crear diversos módulos del marco de clasificación multimodal propuesto en
el Capítulo 3. El proyecto Imagen de México en el Mundo [153] tiene la finalidad de
analizar la imagen país de México vista desde el exterior a partir de publicaciones de
redes sociales y noticias de medios y personalidades reconocidas en ámbitos como el po-
lítico, económico, deportivo, entretenimiento, entre otros. El trabajo que se llevó a cabo
consistió en la creación de un sistema de recolección de datos y la creación de un sistema
de clasificación automática en 18 clases de diversos tuits y encabezados de noticias rela-
cionados con México. A continuación se presentan brevemente los resultados obtenidos
de la colaboración y, en particular, del sistema de clasificación. Los resultados completos
se puede consultar en [80].

D.1. Introducción
El Modelo Analítico de Imagen País (MAIP) introduce un marco de trabajo que

consta de nueve tipologías mayores y nueve tipologías menores, que de manera colec-
tiva se conocen como imagen pública de un país. Las tipologías de imagen de país del
MAIP abarcan una amplia gama de categorías, entre ellas: cosmopolita, amigo, moderno,
emergente, cooperador, aliado, rival, adversario menor, neutral, independiente, exótico,
degenerado, dependiente, marginal, intervencionista, colonizador, enemigo y bárbaro.

El MAIP se acompaña de un conjunto de datos compuesto por tuits y encabezados
de noticias del New York Times recolectados entre 2012 y 2018. En total, se cuenta
con 7,569 tuits y 204 encabezados de noticias para un total de 7,773 elementos que
conforman el conjunto de datos. De la Figura D.1 se puede concluir que el conjunto de
datos es desequilibrado, donde las dos tipologías menos comunes no rebasan los cinco
elementos.

D.2. Metodología
Para la creación del sistema de clasificación del conjunto de datos del MAIP, se

propusieron dos modelos: uno clásico basado en la perspectiva del Machine Learning
tradicional, y otro basado en el ajuste de modelos vastos de lenguaje. Además, se trataron
diversos componentes que aparecen en los tuits como emojis, etiquetas como hashtags y
nombres de usuarios, elementos en diversos idiomas y el tratamiento de un conjunto de
datos pequeño (para el número de clases que se maneja) y no balanceado.
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Figura D.1: Frecuencia de cada tipología del conjunto de datos del MAIP
ya considerando tuits y encabezados juntos. Realización propia, inspirada

en [80].

D.2.1. Modelo Clásico

El modelo clásico incorpora elementos tradicionales del Machine Learning, en par-
ticular en la extracción de características para representar el texto de los tuits y los
encabezados de noticias. La idea general de este sistema y sus diversos componentes se
puede consultar en la Figura D.2.

Traducción y Aumento de Texto

Como se discutió en la Sección 3.2.4, el desequilibrio entre datos puede causar diversos
problemas durante la fase de aprendizaje de los modelos de clasificación. Por tal razón se
creó y se utilizó el sistema de aumento de datos utilizada en dicha sección en este sistema
con un paso adicional: dado que los tuits se encuentran en diversos idiomas, se tomó la
decisión de traducirlos todos al inglés. Lo anterior se logró mediante el uso de la API de
DeepL1 en Python. Dado que en este caso el idioma es inglés, se utilizó Wordnet en ese
idioma para encontrar sinónimos de sustantivos y adjetivos.

Se abordan dos estrategias para realizar el aumento de datos. La primera consiste
en experimentar con incrementos graduales a las clases menos representadas, en específi-
co de uno a cuatro aumentos de su tamaño original: AGM1 para un incremento, AGM2
para dos, AGM3 para tres y AGM4 para cuatro. Las tipologías incrementadas correspon-
den a intervencionista, colonizador, enemigo, moderno, independiente, adversario menor,

1https://www.deepl.com/translator

https://www.deepl.com/translator
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Figura D.2: Diagrama que muestra el proceso principal del modelo clási-
co para la clasificación de los datos. Realización propia, inspirada en [80].

cooperativo y neutral. Sin embargo, con fines comparativos se añade una segunda estra-
tegia adicional que comprende el aumento de todos los datos cinco veces.

Procesamiento de Emojis

Para trabajar con emojis se adopta la misma estrategia que en el marco preliminar
para análisis de sentimientos multimodal propuesta en la Sección 3.5.1, solo que en este
caso se convierten los emojis a su correspondiente interpretación en inglés.

Preprocesamiento y Procesamiento de Texto

Como se trabajan con tuits y encabezados de noticias, se debe proponer un marco
para tratar este tipo de datos previo al paso de extracción de características. En específico
para información de redes sociales como X, en el paso de preprocesamiento, la literatu-
ra recomienda eliminar elementos como nombres de usuario, hashtags y cashtags [79].
Sin embargo, dado que los tuits y encabezados se seleccionaron manualmente, no queda
totalmente claro si los elementos mencionados anteriormente deben ser incluidos o des-
cartados. Por lo tanto, se prueba su inclusión y exclusión en los modelos de aprendizaje
para explorar su impacto, en solitario o en conjunto, y determinar su permanencia. Por
otro lado, elementos como enlaces y números se eliminan. El paso de procesamiento de
datos consiste en tareas de normalización del texto y reducción del vocabulario. Por ello,
se tokeniza el texto, se pasa a letra minúscula, se expanden contracciones y se lematiza
cada documento.



110 Apéndice D. Proyecto Imagen de México

Representación de Texto

En este sistema de clasificación se eligió usar fastText [86], una biblioteca que per-
mite el representar palabras y clasificación de oraciones en distintos idiomas que se han
utilizado con éxito con datos de Twitter [154]. En lugar de considerar la representación
vectorial de cada palabra, se elige la representación de cada oración que se genera al
promediar los vectores de cada palabra usando los modelos preetrenados en inglés con
una dimensión igual a 300.

Modelo de Clasificación

El modelo de clasificación que se considera es una Máquina de Vectores de Soporte
con aprendizaje sensible al costo, como se especifica en la Sección 2.5.3.

D.2.2. Modelo Ajustado

Los modelos preentrenados que se utilizaron para el ajuste (fine-tunning) son el mo-
delo base de BERT, el modelo de base de Distilbert2 [155] y el modelo base de Twitter-
roBERTa-Base3 para análisis de sentimientos [156]. El proceso de ajuste reemplaza al
algoritmo de clasificación por una red neuronal densa para minimizar el error generado.
Finalmente, se aprovecha el marco de trabajo propuesto para aumentar y tratar los datos
con los que se operan.

D.2.3. Entrenamiento de los Modelos

El entrenamiento de los modelos, tanto para la MVS como para el ajuste de los mode-
los vastos de lenguaje, se hace de la misma forma como se explica en la Sección 3.4.3. Las
métricas de evaluación consideradas son las mismas que las expuestas en la Sección 2.6,
sin embargo, la métrica que se vigila en la medida F1.

D.3. Resultados
Los resultados del modelo clásico considerando las diferentes características adiciona-

les se pueden consultar en la Tabla D.1. Por otro lado, en la Tabla D.2 se muestran los
resultados obtenidos en los experimentos de aumento de datos propuestos en un inicio
tanto para el mejor modelo clásico encontrado en el primer experimento, y los distintos
modelos ajustados. Finalmente, la matriz de confusión de los mejores modelos encontra-
dos, tanto el clásico como el ajustado, se pueden consultar en la Figura D.3. Para mejorar
la comparación entre modelos, en la Tabla D.3 se indica qué tipología se predice mejor
en cada modelo utilizado.

D.4. Análisis de Resultados
En el trabajo, se comparó el rendimiento de un sistema de aprendizaje automático

basado en una MVS (el modelo clásico) con embeddings de fastText contra otro sistema
basado en el ajuste de modelos vastos de lenguaje como BERT, DistilBERT y Twitter

2https://huggingface.co/distilbert/distilbert-base-cased
3https://huggingface.co/cardiffnlp/twitter-roberta-base

https://huggingface.co/distilbert/distilbert-base-cased
https://huggingface.co/cardiffnlp/twitter-roberta-base
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Tabla D.1: Métricas de rendimiento de los experimentos de caracterís-
ticas adicionales del texto del modelo clásico con la MVS. Los valores
mostrados en las columnas kC y kγ indican el valor de C = 2kC y γ = 2kγ ,
respectivamente. HT significa hashtag, NU indica nombres de usuario,
emoji es E, y «Ninguno» implica que se eliminan todas las características
adicionales del texto. Las mejores puntuaciones de cada experimento y sus

características asociadas se resaltan en negritas. Obtenida de [80]

.

Con Palabras Vacías

Características Exactitud Exactitud
Balanceada Fw

1 CCM kC kγ

Ninguna 0.4692 0.4523 0.4654 0.4108 2.0195 3.5234
HT 0.4692 0.4523 0.4654 0.4108 2.0195 3.5234
NU 0.4704 0.4514 0.4650 0.4113 2.7500 3.3750
E 0.4704 0.4514 0.4650 0.4113 2.7500 3.3750
HT + NU 0.4704 0.4514 0.4650 0.4113 2.7500 3.3750
HT + E 0.4692 0.4523 0.4654 0.4108 2.0195 3.5234
NU + E 0.4704 0.4514 0.4650 0.4113 2.7500 3.3750
HT + NU + E 0.4704 0.4514 0.4650 0.4113 2.7500 3.3750

Sin Palabras Vacías

Características Exactitud Exactitud
Balanceada Fw

1 CCM kC kγ

Ninguna 0.4794 0.4544 0.4758 0.4228 2.2500 2.8125
HT 0.4820 0.4669 0.4788 0.4262 2.0938 2.7188
NU 0.4794 0.4544 0.4758 0.4228 2.2500 2.8125
E 0.4820 0.4669 0.4788 0.4262 2.0938 2.7188
HT + NU 0.4794 0.4544 0.4758 0.4228 2.2500 2.8125
HT + E 0.4820 0.4669 0.4788 0.4262 2.0938 2.7188
NU + E 0.4794 0.4544 0.4758 0.4228 2.2500 2.8125
HT + NU + E 0.4794 0.4544 0.4758 0.4228 2.2500 2.8125

roBERTa Base con el objetivo de automatizar la clasificación de datos de texto para
analizar la imagen de México utilizando 18 clases basadas en teoría de las Relaciones
Internacionales.

Sobre el modelo clásico, en las pruebas de características adicionales (hashtags, nom-
bres de usuario, emojis y palabras vacías), se descubrió que eliminar las palabras vacías
y conservar los hashtags, emojis, o hashtags y emojis arrojaron un mejor rendimiento. Se
seleccionó el modelo con hashtags y sin palabras vacías debido a su menor dimensionali-
dad. Por otro lado, las propuestas de aumento de datos no mejoraron el rendimiento del
modelo basado en la MVS, observando incluso una disminución en los puntajes durante el
aumento parcial y el peor resultado con el aumento uniforme. Esto sugiere un posible so-
breajuste durante el entrenamiento con datos aumentados. Además, el mejor rendimiento
del modelo clásico, usando la medida Fw

1 , fue de 47.88 %, obtenido con la eliminación de
palabras vacías y la conservación de hashtags, sin aplicar aumento de datos. Finalmente,
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(A)

(B)

Figura D.3: Matrices de confusión normalizadas para (A) el mejor mode-
lo ajustado y (B) el mejor modelo clásico, según la medida Fw

1 . Realización
propia, inspirada en [80]

el modelo clásico mostró una mayor tasa de predicción en algunas tipologías, en específi-
co la emergente, cooperante, degenerado, intervencionista y colonizador, en comparación
con el mejor modelo ajustado.
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En el caso del sistema basado en el ajuste de modelos vastos de lenguaje, el mejor re-
sultado general se obtuvo al ajustar el modelo Twitter roBERTa Base sin aplicar técnicas
de aumento de datos, alcanzando una medida Fw

1 de 52.92 %. Los modelos de aprendi-
zaje profundo mostraron pequeños beneficios de las técnicas de aumento de datos, una
diferencia importante sobre los modelos clásicos. En esa misma línea, DistilBERT Base
Cased tuvo una ligera mejora al aumentar todas las clases, mientras que BERT Base
Cased alcanzó su punto más alto al aumentar tres veces las clases menos representadas.
Sin embargo, el aumento de rendimiento fue marginal en la mayoría de los modelos y
no justificó la inclusión de este paso en el mejor sistema desarrollado. El modelo Twitter
roBERTa Base no pudo predecir correctamente las dos tipologías menos representadas,
Intervencionista y Colonizador (aunque solo tenían un elemento en el conjunto de prue-
ba). Finalmente se observó una eficacia significativa en las etiquetas Rival y Aliado, con
un rendimiento alrededor del 77 % y 74 % respectivamente. Las tipologías Amigo, Enemi-
go y Marginal mostraron un rendimiento superior al 60 %, mientras que el resto estuvo
por debajo de dicho umbral.

En conclusión, los resultados sugieren que el ajuste fino de modelos vastos de lengua-
je, específicamente Twitter roBERTa Base, es más efectivo para la tarea de clasificación
de la Imagen de México en este conjunto de datos. Sin embargo, el modelo clásico de-
mostró ser mejor en la predicción de algunas tipologías, aunque no lo suficiente como
para proponer una estrategia de dos modelos para predecir etiquetas en conjunto. La
presentación de desafíos relacionados con el tamaño y el desbalance del conjunto de da-
tos, así como la necesidad de mejorar la clasificación para tipologías específicas obligó a
explorar diversas alternativas para aliviar sus efectos en los modelos de aprendizaje. Sin
embargo, resultaron ser poco efectivas, por lo que sigue el problema abierto de cómo se
puede mejorar el rendimiento de estos modelos con el conjunto de datos base.
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Tabla D.2: Métricas de rendimiento de los modelos clásicos (MVS) y
ajustados con el conjunto de entrenamiento según las técnicas de aumento
de datos. El número en la columna AGM indica el número de veces que
se incrementan las ocho clases menos pobladas, mientras que Base y Todo
especifican si el modelo de entrenamiento es el original o si el aumento
se aplica a todas las clases, respectivamente. Las mejores puntuaciones de

cada modelo de aprendizaje se resaltan en negritas. Obtenida de [80]

Modelo AGM Exactitud Exactitud
Balanceada Fw

1 CCM

MVS + Hashtags

Base 0.4820 0.4669 0.4788 0.4262
1 0.4781 0.4471 0.4702 0.4200
2 0.4781 0.4258 0.4652 0.4185
3 0.4859 0.4395 0.4729 0.4272
4 0.4833 0.4290 0.4701 0.4239

Todos 0.4692 0.4083 0.4068 0.4523

DistilBERT Base Cased

Base 0.5141 0.4048 0.5090 0.4610
1 0.4936 0.4540 0.4873 0.4379
2 0.4961 0.4961 0.4994 0.4438
3 0.4807 0.5053 0.4826 0.4260
4 0.5129 0.4497 0.5021 0.4611

Todos 0.5129 0.4280 0.5094 0.4609

BERT Base Cased

Base 0.5192 0.4156 0.5145 0.4683
1 0.5013 0.4738 0.5008 0.4515
2 0.5141 0.5298 0.5097 0.4649
3 0.5129 0.5350 0.5156 0.4633
4 0.5103 0.4484 0.5022 0.4581

Todos 0.5116 0.4218 0.5047 0.4600

Twitter roBERTa Base

Base 0.5296 0.4573 0.5292 0.4832
1 0.5154 0.4173 0.5115 0.4627
2 0.5103 0.4723 0.5073 0.4586
3 0.5231 0.4307 0.5214 0.4722
4 0.5116 0.4823 0.5099 0.4605

All 0.4884 0.5062 0.4908 0.4348
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Tabla D.3: Comparación del rendimiento de clase de los mejores modelos
para cada modelo de aprendizaje, extraído de las matrices de confusión
normalizadas. La mejor puntuación de cada tipología se resalta en negritas.

Obtenida de [80]

Tipología Mejor Modelo Clásico Mejor Modelo Ajustado

Amigo 0.59 0.61
Cosmopolita 0.44 0.53
Moderno 0.18 0.55
Emergente 0.54 0.46
Aliado 0.51 0.74
Cooperante 0.36 0.21
Exótico 0.45 0.52
Degenerado 0.42 0.38
Neutral 0.21 0.26
Independiente 0.21 0.37
Intervencionista 1 0
Colonizador 1 0
Rival 0.73 0.77
Adversario Menor 0.18 0.55
Enemigo 0.17 0.67
Bárbaro 0.47 0.53
Dependiente 0.41 0.44
Marginal 0.54 0.64
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Apéndice E

Productos Desarrollados y
Participaciones Durante el
Posgrado

E.1. Publicaciones en Revistas JCR
1. L. N. Zúñiga-Morales, J. Á. González-Ordiano, J. E. Quiroz-Ibarra, and C. Villa-

nueva Rivas, “Machine learning framework for country image analysis”, Journal of
Computational Social Science, vol. 7, no. 1, pp. 523–547, 2024, doi: 10.1007/s42001-
023-00246-3.

2. L. Bustio-Martínez et al., “Uncovering phishing attacks using principles of persua-
sion analysis”, Journal of Network and Computer Applications, p. 103964, 2024,
doi: 10.1016/j.jnca.2024.103964.

E.2. Memorias Completas en Congresos Internacionales
1. L. Bustio-Martínez et al., “Towards Automatic Principles of Persuasion Detection

Using Machine Learning Approach”, in Progress in Artificial Intelligence and Pat-
tern Recognition, V. and R. S. J. Hernández Heredia Yanio and Milián Núñez, Ed.,
Cham: Springer Nature Switzerland, 2024, pp. 155–166.

2. L. N. Zúñiga-Morales, J. Á. González-Ordiano, J. E. Quiroz-Ibarra, and S. J.
Simske, “Impact Evaluation of Multimodal Information on Sentiment Analysis”,
in Advances in Computational Intelligence, O. Pichardo Lagunas, J. Martínez-
Miranda, and B. Martínez Seis, Eds., Cham: Springer Nature Switzerland, 2022,
pp. 18–29. doi: 10.1007/978-3-031-19496-2_2

E.3. Talleres
1. Inteligencia artificial para Relaciones Internacionales con un modelo de

clasificación automatizada. Conmemoración de los 40 años del programa de
Licenciatura en Relaciones Internacionales y 25 años de la fundación del DEI. Uni-
versidad Iberoamericana Ciudad de México. Octubre 2023.

https://doi.org/10.1007/s42001-023-00246-3
https://doi.org/10.1007/s42001-023-00246-3
https://doi.org/10.1016/j.jnca.2024.103964
https://doi.org/10.1007/978-3-031-19496-2_2
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2. Taller de recopilación y clasificación de datos para el modelo Analítico
de Imagen País. Construyendo el futuro de la inteligencia artificial. Universidad
Iberoamericana Ciudad de México. Agosto 2023.

E.4. Pósteres
1. Análisis de redes sociales usando información multimodal. Seminario de

Avances de Investigación. Universidad Iberoamericana Ciudad de México. Noviem-
bre 2024.

2. Análisis de redes sociales usando información multimodal. Seminario de
Avances de Investigación. Universidad Iberoamericana Ciudad de México. Diciem-
bre 2023.

3. Análisis de redes sociales usando información multimodal. Seminario de
Avances de Investigación. Universidad Iberoamericana Ciudad de México. Diciem-
bre 2022
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